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THESIS ABSTRACT 

"Some Analytical Methods Applied to Lake Water Quality Problems" 

William W. Walker, Jr. 

A variety of analytical methods are demonstrated and evaluated in the 
context of assessing lake water quality problems. The techniques are drawn • 
from the general areas of exploratory data analysis, parameter estimation, 
sensitivity analysis, and error analysis. Both empirical and theoretical 
approaches are taken in examining and modelling the behavior of a cross-sec­
tion of lakes, as well as the behavior of a single lake in temporal and spa­
tial domains. Proper use of these techniques is suggested as a means of im­
proving efficiencies and assessing inaccuracies in converting scientific 
principles and observed data into environmental impact projections and man­
agement strategy designs. 

Data characterizing the phosphorus balances, morphology, and hydrology 
of 105 northern temperate lakes provide a basis for demonstrating empirical 
approaches. Using nonlinear regression techniques, a two-parameter model 
for the phosphorus retention coefficient is shown to have stable parameter 
values, but increasing standard errors of estimate across the oligotrophic, 
mesotrophic, and eutrophic states. An error analysis estimates the indepen­
dent variable, parameter, and model error components of retention coefficient 
and lake phosphorus concentration predictions. Stepwise discriminant and 
principal component analyses are employed to develop a model for estimating 
lake trophic state, expressed in probabilistic terms, from uncertain esti­
mates of phosphorus loading, mean depth, and hydraulic residence time. The 
implications for the design of monitoring programs to provide data for use 
of these models are discussed. The limitations of the models are assessed 
in relation to various characteristics of the data base upon which they are 
developed. 

Extensive water quality data from Onondaga Lake, New York, and its trib­
utaries provide a basis for demonstrating the roles of and methods for explo­
ratory data analysis in preliminary assessments. Theoretical approaches are 
taken in developing a model for vertical stratification in the lake. The 
model is estimated using nonlinear programming algorithms for locating maxi­
mum likelihood estimates of parameters in dynamic systems.— The stability 
of optimal parameter estimates under different hydrologic and meteorologic 
conditions is demonstrated using data from different years of the survey. 
Error and sensitivity analyses are performed in applying the model to assess 
the effects of an outfall design on vertical mixing in the lake. 

Also discussed are the potential roles of the methods demonstrated in 
addressing some of the problems and deficiencies which have been character­
istic of efforts at modelling natural systems, specifically including: para­
meter estimation problems (particularly in dynamic models); imbalances with 
regard to model complexity and data availability; misuse of model projections, 
as related to the scarcity of attempts to estimate confidence limits and to 
quantify error sources; misuse of models, as related to misinterpretations 
of "verification" tests and results. Control of these types of problems is 
characterized as being more difficult in systems where relatively complex 
models must be employed and where the quality and quantity of independent 
variable data are relatively low. The stability of optimal parameter esti­
mates across lakes and along temporal dimensions within lakes is suggested 
as an effective indicator of model generality and a useful criterion for mod­
el verification. 



PREFACE 

Our civilization is such that environmental quality objectives often 

apparently conflict with other short- and long-term interests and require­

ments. We cannot express the costs and benefits of environmental quality 

management on the same scales and rely upon our political process to weigh 

and compare them in selecting, in theory, the best options for society as 

a whole. In contributing to this process, the scientific and engineering 

community has assumed responsibilities to assess the cultural impacts upon 

the environment and to suggest specific, feasible alternatives for achiev­

ing quality standards. These efforts require functional representations 

of natural systems, or "models" which transcend the descriptive analyses 

historically characteristic of environmental studies. 

If the environmental modelling community were assembled along a gradi­

ent of empiricism, the extreme left might be found performing stepwise lin­

ear regressions, without much regard for physics, chemistry, or biology, 

and the extreme right, integrating hundreds of simultaneous differential 

equations, without much regard for observed data. At an inquisition, the 

left could be accused of curve-fitting and proposing models with limited 

realism and generality, and the right, of being narrow-minded and ignoring 

the truth in the data. Most of the community would attempt to use both 

data and theory as bases for developing models. For analysis of most envi­

ronmental systems, efficiency would be maximized somewhere in the middle, 

as determined by quantity and quality of data and by extent and validity 

of scientific theory. However, the middle is also an area with many pit­

falls, not the least hazardous of which is to accept correlation as suf­

ficient proof of causation. 

At its conception during undergraduate years, my approach to environ­

mental modelling was, I suppose, somewhere to the right of the middle, a 

position attributed chiefly to a background in physical science. Experience 

in the Environmental Systems Program at Harvard has developed my ability 

to move to the left, according to the needs of a particular problem. Hope-



i i i 

ful ly, i t h a s a l s o increased my awareness of t h e many p i t f a l l s i n t h i s 

area. I n t e r a c t i o n s with f acu l t y and students working on problems t h a t 

were, for t h e most par t , q u i t e d i f ferent from my own provided exposure 

to a n a l y t i c a l techniques and approaches which were generally new t o me, 

but which seemed promising a s means of f o r t i f y i n g my own approaches. Iden­

t i fying those techniques which were both v a l i d and useful for app l ica t ion 

to the types of problems of my concern was a d i f f i c u l t and f r u s t r a t i n g 

educational exe rc i se , aided considerably by conversat ions with facu l ty 

members and fellow students. 

The guidance of Professor Joseph J . Harr ington has been inva luab le . 

Based upon h i s experience w i th a wide var ie ty of techniques and upon h is 

general g rasp of the environmental f ie ld , he h a s provided many s t imulat ing 

suggestions and thoughtful r esponses . His p roposa l tha t my t h e s i s focus 

on the concept of technique r a t h e r than on a p a r t i c u l a r theory o r model 

eventually el iminated much doubt and confusion as to possible d i r e c t i o n s 

for my graduate s tudies . His demonstrations of f a i th and pa t i ence have 

earned him my l i fe- long g r a t i t u d e and respect . 

Professor Harrington's guidance has been more-than-adequately supple­

mented by t h e comments and suggest ions of Professors Ralph M i t c h e l l , Fred­

erick E. Smith, and Harold A. Thomas, J r . The t ime, i n t e r e s t , and insights 

of these gentlemen are g r a t e f u l l y acknowledged. 

The oppor tuni ty to exchange ideas with f e l low students in t h e program 

has been a va luab le aspect o f my graduate exper ience. Associat ions with 

Kenneth H. Reckhow, who sha res an in te res t and involvement in lake water 

quali ty problems, have been p a r t i c u l a r l y meaningful. 

Extensive data from Onondaga Lake, New York, have provided an excel­

lent bas i s f o r many of the a n a l y t i c effor ts i n the t h e s i s . The Onondaga 

County program i s one of the most intensive monitoring effor ts ever under­

taken in and around a lake o f t h i s s ize. I s a l u t e the County f o r i t s en-



deavors and hope that proper use of the data they have gathered will some­

day contribute to improvements in the lake's unfortunate condition. The 

following people have been especially helpful in providing information and 

insight relative to Onondaga Lake and its environs : Dr. Cornelius B. Mur­

phy, Jr. and Mr. Greg Welter (O'Brien and Gere, Engineers); Mr. Randy R. 

Ott and Mr. Donald Xawler (Onondaga County Department of Drainage and Sani­

tation) ; Mr. William Embree, Mr. Kenneth Darmer, and Mr. Al Randal (U.S. 

Geological Survey); Dr. Jay Bloomfield (New York State Department of Envi­

ronmental Conservation); Mr. James Rooney (U.S. E.P.A., Region II); Mr. 

Richard Clough (Allied Chemical Corporation). Their interest and coopera­

tion are gratefully acknowledged. 

I am grateful to the National Science Foundation for its financial 

support of these efforts. 

The moral and clerical support of Ms. Martha J. Ploetz have been 

an essential factor in the draft: and final preparation of this volume. 

Finally, I would like to dedicate this work to my parents. 

William W. Walker, Jr. 

Harvard University 

February 1977 
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SYNOPSIS 

Our a b i l i t y t o assess the impacts of cu l tu ra l in tervent ions upon 

natural systems provides a p a r t i a l bas is for design of resource management 

programs and f o r policy-making i n the midst of o the r soc ie ta l i n t e r e s t s . 

While, h i s t o r i c a l l y , much of environmental management has been dicta-ted 

by t r i a l and e r r o r , we now r e q u i r e more ra t ional methods which f a c i l i t a t e 

both the organizat ion of experience a t the system l e v e l (empirical a p ­

proaches) and construct ion of mechanist ic models w i th project ive capab i ­

l i t i e s ( t h e o r e t i c a l approaches). These approaches e n t a i l functional 

understanding which transcends t h e purely desc r ip t ive analyses h i s t o r i c a l l y 

cha r ac t e r i s t i c of environmental s t u d i e s . Rational assessments re ly upon 

two general information sources: data and s c i e n t i f i c p r inc ip les . Th i s 

thes i s i s intended as a demonstration and evaluat ion of some techniques 

for synthesizing these information sources in formulating environmental 

impact assessments. A variety of quant i t a t ive techniques are demonstrated 

and evaluated in the context of analyzing lake water qual i ty problems. 

These techniques are drawn from t h e general areas of exploratory da t a 

analysis , parameter estimation, s e n s i t i v i t y a n a l y s i s , and error a n a l y s i s . 

They are appropr ia te for use a t var ious stages of t h e analyt ic process 

and are employed in examining t h e behavior of a c ross - sec t ion of l a k e s , 

as well as t h a t of a single lake in temporal and s p a t i a l domains. 

Assessments of cu l tura l eutrophicat ion problems in lakes are dependent 

upon two types of models: source models and lake models. The f ac to r s 

driving these systems and thus determining lake response can be c l a s s i f i e d 

as natural ly o r cu l tura l ly mediated. The former a r e uncontrol lable , while 
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the latter often represent decision variables or control points for the 

design and implementation of management strategies. A review of the 

literature suggests that, while much data have been compiled, (e.g., 

nutrient export versus land use), the development of generalized source 

models is considerably behind that of lake models. The latter can be 

classified as "theoretical" or "empirical", according to whether or not 

they attempt to simulate internal mechanisms. These types of models are 

reviewed and compared with regard to complexity, applicability, accuracy, 

and generality. 

Quantitative assessments of possible errors involved in use of source 

or lake models are generally lacking, suggesting that, as yet, there is 

an insufficient basis for rational lake water quality management program 

designs. In predicting lake response to a given management strategy, 

errors are introduced through uncertainty in the independent variables 

and parameter estimates, as well as through inadequacies in the models 

themselves. Given estimates of these individual error sources, some fairly 

simple methodologies can be employed to track these errors through the 

analysis and to compare their contributions to total prediction error. 

This can identify particular data or model deficiencies and thus provide 

a basis for efficient allocation of monitoring, experimental, and modelling 

effort:. The effects of projection error can also be considered in final 

designs or policy recommendations. The difficulty and data requirements 

of such an exercise increase with model complexity. 



SYNOPSIS (continued) 

Based upon data for 105 northern temperate l akes , empirical lake 

models are developed and compared with existing models for steady-state 

predictions of phosphorus retention coefficients and lake trophic s t a t e s 
2 

as functions of three factors: t o t a l phosphorus loading, L (g/m -year) , 

lake mean depth, Z (m) , and mean hydraulic residence time, T (years) . 

The approach i s based upon five assumptions: (1) mass balance; (2) com­

pletely-mixed conditions; (3) phosphorus l imitation of lake ecosystems; 

(4) f irst-order k inet ics for phosphorus sedimentation; (5) the poss ible 

influence of lake morphometric and hydrologic factors upon nutrient dynamics 

and trophic state response. The accuracy and value of these models are 

shown to be limited by various features of their data base, including 

measurement or estimation errors in the independent or dependent variables , 

mult icol l inearity , nonsteady-state conditions ex i s t ing in the lakes during 

sampling, and the subjectivity involved in c lass i fy ing lakes. In t h i s 

context, i t i s d i f f i c u l t to ident i fy model def ic ienc ies due to e f f e c t s of 

other controlling factors or aspects of system behavior which are ignored. 

Because of the data-dependency of these empirical models, their general 

superiority over ex i s t ing models i s not claimed. The primary emphases 

are upon the approaches taken and techniques employed in their development 

and evaluation and upon the s trateg ies proposed for their application. A 

general focus i s upon the development and use of error estimates. 

g 
Modifying Vollenwieder's model based upon f irst-order k ine t i c s , the 

following expression i s proposed for use in predicting the phosphorus 

retention coef f ic ient : 
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OT = 1 + KT 

K = a ( | , V 

Using nonlinear regression techniques, the model is shown to have stable 

parameter values, but increasing standard errors of estimate across the 

oligotrophic, mesotrophic, and eutrophic states. The parameter expressing 

depth dependence, c , is not found to be significantly different from 

zero in any of the data groups tested. The best estimates of parameters 

a and b suggest the following equation: 

1 - RE = 
1+0.824T"4 5 4 

Through an error ana lys i s , the accuracy of a lake phosphorus prediction i s 

shown to be data-l imited (or source-model-limited) in lakes with low 

hydraulic residence times and retention-model-limited in lakes with high 

residence times. I t i s demonstrated that model errors would be s t a t i s t i ­

c a l l y detectable r e l a t i v e to measurement errors in only about one third 

o f the lakes employed in the analys i s . By coupling t h i s model with Di l lon 

3 and Rigler's equation relating chlorophyll concentration to lake phosphoru 

concentration, the accuracy of a chlorophyll prediction i s shown to be 

l imited by errors in predicting chlorophyll from lake phosphorus, not by 

errors in predicting lake phosphorus from estimates of L , Z , and T . 

This suggests that the retention model i s adequate for use with s tate-of -
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the-art empirical chlorophyll models and that future work should be focused 

on improving the latter, possibly by incorporating the effects of algal 

growth limitation by light or other nutrients. 

Discriminant analysis is employed to evaluate and compare existing 

models for trophic state prediction and to derive an optimal linear classi­

fication model for this data set. The analysis suggests the general 

Q 
i n f e r i o r i t y of Vol lenweider ' s f i r s t model, in which l a k e s are c l a s s i f i e d 

in t h e L versus Z a x e s , as compared with Vollenweider• s second model 

2 
( L versus QS ) , w i t h D i l l o n ' s model ( C O ) , or with an optimal model 

d e r i v e d from s tepwise discriminant a n a l y s i s ( L v e r s u s COEST ) . I t i s 

more d i f f i c u l t to d i s t i n g u i s h among t h e l a s t three models , however. The 

s t e p w i s e model m i s c l a s s i f i e s an average of 14.5% of t h e l a k e s , with most 

of t h e errors centered i n the mesotrophic group. 

The primary advantage of pos ing t h e c l a s s i f i c a t i o n problem as a 

formal discriminant a n a l y s i s i s tha t i t permits p r e d i c t i o n s of t roph ic 

s t a t e s on p r o b a b i l i s t i c terms. Using the r e s u l t s o f t h e stepwise a n a l y s i s , 

equat ions are developed which permit es t imat ion of t r o p h i c s t a t e probabi ­

l i t i e s as funct ions o f L , T , and Z . The "rat ional" phosphorus l o a d i n g 

a l l o c a t i o n for a g i v e n lake i s sugges ted as that l o a d i n g which s a t i s f i e s 

a c e r t a i n maximum p r o b a b i l i t y (r i sk) o f eutrophic c l a s s i f i c a t i o n , t y p i c a l l y 

5% : 

hQ5 = 0.0310 { | (1 + 0 . 8 2 4 T ' 4 5 4 ) ] 
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Means of incorporating the effects of uncertainty in the independent 

variables ( Z , T ) and in the source models (used to estimate L as a 

function of management strategy) into the estimation of trophic state 

probabilities and into the rational loading allocation scheme are also 

developed. Efficiencies of loading allocations derived from the approach 

are shown to be limited in part by independent variable errors and depen­

dent variable (classification) errors in the original data set. 

4 5 
Extensive data from Onondaga Lake, New York, and its tributaries 

are used to illustrate potential roles and methods for exploratory data 

analysis and data reduction in preliminary assessments. Onondaga is a 

saline, eutrophic lake used primarily for municipal and industrial waste 

disposal purposes by Metropolitan Syracuse. The lake is introduced by 

describing major water quality issues, plans for pollution abatement, 

and water quality and quantity data availability. The variations of 

major water quality components are summarized and displayed along temporal 

and spatial dimensions in order to elucidate trends and seasonal varia­

tions and to determine the extents of horizontal and vertical mixing in 

7 
the lake. The use of cubic splines as a technique for examining seasonal 

and long-term variations in time series data is demonstrated along with a 

variety of computerized mapping and display technologies. Original methods 

for estimating and displaying mass balances on a continuous basis are also 

employed. 

Statistically significant horizontal variations in some water quality 



SYNOPSIS (continued) 

components are explained by the location of a sewage o u t f a l l in the lake. 

Horizontal differences are small, however, compared with vert ical and 

seasonal variations, which are interpreted relative to the effects of 

d i lu t ion , density, and differences in the chemical and biological reactions 

occurring in the epilimnion and hypolimnion. Some important trends observed 

during the 1968-75 monitoring period include: reductions in phosphorus, 

chromium, and s i l i c a l e v e l s , reductions in vertical temperature and chloride 

gradients, increases in hypolimnic dissolved oxygen l e v e l s , and the near 

disappearance of a formerly dominant blue-green algal population. Mass 

balances on several chemical constituents are formulated at monthly i n t e r ­

vals over a five-year period and interpreted (1) in l i g h t of the chemical, 

physical , and bio logical processes considered to be of importance in the 

lake ecosystem; (2) i n relation to spec i f i c pollution abatement programs 

which were implemented during that period; (3) with regard to the impli­

cat ions for the potent ial improvement of lake water qual i ty through future 

implementation of spec i f i c point and non-point source control measures. 

A modelling problem i s designed t o estimate the impact of the design 

of an outfa l l for future discharge of a sal ine industrial/municipal waste 

upon density s trat i f i ca t ion and ver t i ca l mixing rates i n Onondaga Lake. 

The dynamic model developed to address th i s issue serves as a context in 

which to demonstrate the use of nonlinear programming algorithms for e s t i ­

mation of parameters in dynamic models, sens i t iv i ty analys i s , and error 

analys i s . In this e f f o r t , considerable modifications t o Bard's program 

for parameter estimation in nonlinear dynamic systems are made to improve 
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performance, flexibility, and the interpretative value of its output. 

The modelling exercise demonstrates that essential aspects of verti­

cal mixing in the lake can be simulated using a spatially and temporally 

aggregated model, consisting of two mixed compartments driven by monthly-

average meteorologic and hydrologic boundary conditions. The model 

simulates temperature and chloride variations, based upon balances of 

mechanical energy, thermal energy, and mass. Parameter estimates indicate 

that density-dependent vertical exchange in the lake can be simulated by 

assuming that a constant percent (47%) of the turbulent kinetic energy 

introduced at the surface by wind shear stress is used to increase the 

buoyant potential energy of the system by mixing the hypolimnic and 

epilimnic waters. Empirical parameters are shown to be stable when esti­

mated separately based upon data from different years of the survey. An 

error analysis indicates that prediction variance associated with uncer­

tainty in the parameter estimates is generally small compared with residual 

variance, suggesting the adequacy of the data for parameter estimation 

purposes. The standard errors of temperature predictions are shown to be 

comparable to those typical of much more complex and disaggregated thermal 

6 
stratification models . 

A sensitivity analysis compares the effects of wind mixing, salt 

discharge, and industrial cooling water consumption on lake density 

gradients. Simulated vertical mixing rates correlate with observed 

increases in hypolimnic dissolved oxygen levels over the 1968-74 monitoring 
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period. Simulations indicate that discharge of the combined municipal/ 

industrial effluent into the hypolimnion would induce permanent density 

stratification under the meteorologic conditions of 1968-74, whereas 

discharge into the epilimnion at an initial dilution ratio of 16 or greater 

would result in an average of nearly two periods of vertical circulation 

annually, thus minimizing the impact of salt disposal on lake mixing. 

Variations in simulated density gradients and mixing rates attributed 

to parameter uncertainty are small relative to those attributed to year-

to-year fluctuations in hydrologic/meteorologic conditions and to those 

induced by alternative management strategies. The variety of economic 

and environmental aspects of the outfall design issue are also discussed. 

( 
A final chapter summarizes the roles and limitation of the various 

methods and approaches demonstrated in the thesis. Exploratory data 

analyses are useful in providing important descriptive information, but 

independent evidence generally forms the basis for the functional under­

standing required to predict system behavior. The potential of nonlinear" 

programming algorithms for use in estimating parameters in general models 

is high, subject to economic constraints on model complexity and require­

ments for reasonably unbiased estimates of independent variables. The 

importance of considering the quantity and quality of available independent 

variable data in specifying models is stressed. For a variety of reasons, 

error analyses yield very approximate results, particularly in cases of 

complex models. Comparisons of error sources can still yield useful infor-

.- mation for assessing model and data adequacies, because the terms of the 
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total error equation often differ by orders of magnitude. Estimates of 

prediction errors should not be relied upon too heavily as bases for prob­

abilistic projections and rational designs, particularly if a complex model 

is employed. 

Generality is a key model attribute. Empirical lake models have de­

monstrated reasonable generality in associating the average conditions of 

lakes in a given geographic region with nutrient loading and morphometric 

factors. Theoretical lake models have successfully simulated behavior of 

individual lakes in time. The generality of empirical models along tempo­

ral dimensions and that of theoretical models among different lakes have 

not been demonstrated, due to inadequacies in the data and/or in the models 

themselves. These weaknesses suggest that future efforts should strive 

to demonstrate generality by estimating and verifying models based upon 

time series data from more than one lake system. Using the estimation 

techniques demonstrated here, the stability of optimal parameter estimates 

along temporal and system dimensions could be examined and used as a partial 

basis for assessment of generality. Applied to key parameters, this stra­

tegy would partially eliminate the necessity of using parameters derived 

from laboratory experiments, the results of which are often of limited 

validity under field conditions. Such an approach would depend upon the 

availability of adequate data and upon the feasibility of expressing es­

sential functional relationships in concise terms, based upon current under­

standing of lake ecosystems. 
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LIST OF SYMBOLS - SYNOPSIS 

Z = lake mean depth (m) 

T = mean hydraulic residence time (years) 

QS = Z/T = surface overflow rate (m/year) 

2 
L = total phosphorus loading per unit area (g/m-year) 

3 
CI =» average inlet total phosphorus concentration (g/m ) 

3 
CO = average outlet total phosphorus concentration (g/m ) 

R = 1 - (CO/CI) = observed phosphorus retention 
coefficient (dimensionless) 

RE = estimated phosphorus retention coefficient (dimensionless) 

COEST = ( 1 - RE ) CI = estimated average outlet total 
phosphorus concentration (g/m3) 

K = effective first order sedimentation coefficient for 
total phosphorus (year""-1) 

a,b,c = regression parameters 
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1.0 INTRODUCTION 

1.1 Objectives 

Increasing demands imposed upon our natural resources as a result 

of population growth, urbanization, and industrialization have made it 

necessary to take specific steps for protection of these resources. Our 

ability to manage them depends in part upon our understanding of the 

important structural and functional aspects of the natural systems which 

we are trying to protect. This understanding provides a basis for impact 

assessment and input to a decision-making process involving economic and 

social, as well as environmental interests. Methods for interpretation 

and synthesis of data and theory in formulating impact assessments are of 

primary concern in this work. 

Environmental impact assessment generally entails the use of models 

and data. Models, defined as "abstract representations of form and 

function" , may range from "rules of thumb", which qualitatively capture 

essential aspects of system dynamics, to complex, mathematical simulation 

models. In a management context, the role of a model is to relate 

"response" variables to "stimulus" variables. Some of the latter typi­

cally include potentially controlled boundary conditions or manageable 

aspects of the system itself. In this way, a model provides a basis for 

control strategy designs and impact assessments. Data can be grouped 

into two general categories according to whether they describe boundary 

conditions or system states and, as such, represent either stimulus or 

response variables. Both types of data are required for the detection 

and assessment of problems and for the estimation and application of 

models. 



1.1 Objectives (continued) 

It is evident that, in analyzing a given system, a planner, 

engineer, or manager must make numerous decisions in the process of 

gathering, developing, and synthesizing data and theory in order to 

formulate and apply a model. In evaluating a given policy, the goal 

of the analyst should be to utilize available monitoring and modelling 

resources most effectively to creat his "best" estimate of the state 

of the system under the conditions imposed by that policy. A variety 

of factors could be considered in the definition of "best", including 

that the estimate should have minimum bias, minimum variance, and be 

robust to errors in the data or theory or to errors in judgment or 

implementation committed by the analyst himself. The hope is that 

policy recommendations derived from this process are independent of 

the particular analytic decisions made, provided that the choices are 

among apparently equally valid approaches and are internally consistent. 

Generally, the availability of a wide selection of techniques to 

the experienced analyst can increase his freedom of choice, perspective, 

and ability to make most effective use of the resources available to 

him. This thesis is intended as a demonstration and evaluation of some 

techniques appropriate for ecosystem analysis. It is suggested that 

facility with such techniques should serve as a supplement to, rather 

than a substitute for familiarity with the physical, chemical, and 

biological aspects of the systems being monitored and modelled. Various 

methods are demonstrated An the context of the general problem of lake 

water quality management, but could be applied as well in analyses of 

other types of environmental systems. 
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1.2 Causation and Correlation 

In some respects, the general problems confronting modellers of 

environmental systems are perhaps more closely related to those con­

fronting social scientists than to those confronting physical scientists. 

Because of the size, complexity, and relatively uncontrollable nature of 

the systems being studied, research tends to be more non-experimental 

than experimental in form. While various aspects of the systems can be 

studied individually in controlled laboratory or semi-controlled microcosm 

experiments, rarely is there an opportunity to experiment with the system 

as a whole. Under such conditions, causation can be difficult to establish. 

Regardless of the level of empiricism of a model, a statistical fit of un-

4 6 
controlled system behavior establishes association, but not causation ' . 

In systems whose internal forms and functions are well-understood 

theoretically, causal assumptions are perhaps less risky than in 

systems whose components are less well-understood and which are 

represented by more empirical models, particularly if the independent 

4 
variables of such systems are correlated with each other . Regardless 

of the type of model, causality cannot be absolutely established in a 

purely logical sense unless there is an opportunity for controlled 

experimentation. We can observe changes in environmental systems 

following accidents or implementation of management strategies, but 

these may occur in the contexts of other, natural variations and are 

not controlled situations. 
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1.2 Causation and Correlation (continued) 

On the other hand, environmental systems are real and roust conform 

to the laws of physical and biological science. These types of absolutes 

do not have analogues in many other non-experimental fields. They 

include, for example, the law of continuity (mass balance) and the laws 

of thermodynamics. Models at all levels of empiricism must conform to 

such laws. These constraints on the systems and models can greatly 

facilitate analyses and inferences of causation at a practical level. 

Because of these aspects, a purely statistical approach to the analysis 

of natural systems would generally not be acceptable, A better approach 

would be founded upon physical, chemical, and biological principles and 

flavored with statistical notions of "systems","models", and "data". 



1.3 Types of Models 

Models exist along a gradient of empiricism. All are ultimately 

based upon observations, but they differ with regard to the level at 

which the observations are made. Less empirical, or more theoretical 

models attempt to simulate mechanisms and are based upon observations 

of the behavior of isolated components of the system under controlled 

laboratory conditions and/or upon accepted principles. These models 

tend to be complex and often require the estimation of relatively 

large numbers of parameters whose values cannot always be derived 

directly from laboratory studies. Design of controlled experiments 

to test mechanistic theories and/or develop parameter estimates for 

use in large-scale simulation models can be difficult, because of the 

potential for over-simplification. For this reason, such experimental 

results often cannot be directly applied to simulations of field 

conditions. ' More empirical, or "black box" types of models are based 

upon observed associations of system behavior with properties of the 

system itself or of its boundary conditions. Such models cannot be 

properly applied outside of the range of conditions in which they have 

been calibrated. Despite this lack of generality, the "black-box" 

models are usually relatively simple and do not suffer as much from 

the parameter estimation difficulties characteristic of the more complex, 

theoretically-based systems models. 

Another type of gradient is complexity. Above, it was implied 

that the complexity and empiricism axes are not independent of each 

other, in that empirical models tend to be less complex than theoretical 
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1.3 Types of Models (continued) 

ones. However, this is not necessarily the case. Regardless of the 

level of empiricism, each model is applied at a level of temporal and 

spatial aggregation, which should be selected based upon characteristics 

of the system, types and amounts of data available, and types of manage­

ment strategies being evaluated. Another type of complexity pertains 

to model characteristics within each spatial element and time domain. 

In a theoretical model, this is determined by the number of processes 

or mechanisms simulated. In an empirical one, it is a function of the 

number of independent and dependent variables employed. 

There are numerous trade-offs involved in the specification of 

model complexity. If important mechanisms or independent variables 

are not included, biased parameter estimates and a distorted view of 

4,6 
system dynamics can result . On the other hand, overly-complex 

5 
models are cumbersome, not "parsimonious" , and have demanding data 

requirements, both for specification of boundary conditions and for 

estimation of parameters. Errors in such data can lead to distortion 

and bias, just as can omission of important variables or processes. 

The expense of implementing a complex model can limit the analyst's 

opportunities to fully explore and exploit the model in various ways. 

Optimally, a model should probably be as simple as possible, given the 

important processes in the system and the intended uses for the model. 



1.4 Model Specification, Estimation, and Verification 

There are essentially three steps involved in the development of 

a model: specification, estimation, and verification. These steps, 

outlined in Figure 1.4-1, rely upon four types of information: 

(1) established theory; (2) extraneous data obtained from experiments 

or other natural systems; (3) historical data characterizing the 

boundary conditions of the system(s) being modelled; (4) historical 

data characterizing the states of the system(s) being modelled. 

Model specification involves definition of (1) the system 

control boundaries; (2) the variables of importance; (3) equations 

relating the variables. This step relies upon established theory, as 

well as upon analysis and interpretation of data characterizing the 

system and its boundary conditions. The roles of data at this stage 

can be significant, particularly in highly empirical models. An 

extreme example would be the use of stepwise linear regression, in 

which the selection of independent variables is dictated by the data. 

In another situation, data might be analyzed to determine the levels 

of spatial and temporal aggregation which are appropriate. The 

selection of independent or forcing variables at this stage can be 

critical. If important ones are omitted, biased parameter estimates 

and a distorted representation of system dynamics could result. This 

type of problem has led some investigators to believe that, in non-

experimental research, model specification is the most important of 

6 
the three steps described in this section . The hypothesized model 
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Figure 1.4-1 
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1.4 Model Specification, Estimation, and Verification (continued) 

is of the general form*: 

Z ± • f (Xj/ E) • i = 1' ni (1.4 - 1) 

where, 

v. = vector of state variables for case 
or observation i , dimension n 

y 
x. = vector of independent variables of 

boundary conditions, dimension n 

£ = vector of parameter values, dimension 
n 
P 

n. = total number of cases or historical 
measurements 

If the model is being developed to represent a number of different 

systems, n. corresponds to the number of cases for which observations 

are available. If the model is dynamic, and being used to simulate 

one system, n. corresponds to the number of times at which system 

measurements are available. In the latter -case, the equation must 

* Notation: A, A, and A. represent a scalar, a vector, and a matrix, 
respectively. 

T A_ = transpose of vector A 

A = inverse of matrix A 

det (A) = determinant of matrix A 
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1.4. Model Specification, Estimation, and Verification (continued) 

be integrated through time, so that the elements of y, are also 

functions of the historical values of elements of the v. and x. 

vectors. 

The process of parameter estimation transforms a hypothesized 

model into a calibrated one. This involves the use of extraneous data 

and/or a matched set of observations made on the boundary conditions 

and on the system. Generally, complex, theoretically-based models 

have relied more heavily upon the former, while the simpler, empirical 

models have relied primarily upon the latter as bases for parameter 

estimates. There is no reason, however, why theoretical models could 

not rely upon data of both types, provided that model verification is 

carried out carefully. The relative difficulty of estimating parameters 

of theoretical models based upon system data has probably been the 

primary reason for the scarcity of such attempts. The complexity, 

and often time-variable nature of these models renders the estimation 

problem somewhat more involved, but, in many cases, equally as feasible 

as linear least squares, given the availability of computing resources. 

Parameter estimation involves specification of the elements of the 

vector £ . For those elements which are estimated from observations 

of the system, the objective is to select the parameter values which 

maximize the agreement between observations and model predictions. In 

the case of a one-variable model, ( n = 1 ) , a commonly employed 

objective is to minimize the sums of squares of the residuals: 
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h = y± - f <x±, E) {1>4 _ 2 ) 

1 2 
* = E e! 

i=l _-, i (1.4 - 3) 

2 
Bard has shown that, for the general case, maximum-likelihood 

estimates of the parameter values can be obtained by maximizing a 

function of the following form: 

G M L D - " ^ ln(27l) " T l n ^ e t < V ] " I A. %^y1] ^ (1.4 - 4) 

where, 

G = generalized maximum likelihood function 

V = covariance matrix of residuals 

e_. =» vector of residuals for observation i 

G..T represents the logarithm of the posterior probability of the 
MI* 

observations, given the pred ic t ions derived for a s e t of parameter 

est imates . While other general c r i t e r i a have been employed, maximum 

likelihood es t imators have genera l ly been the most popular for use 
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2 
in parameter estimation problems , because of the desirable properties 

discussed below. 

Parameter estimates derived from maximization of the above function 

will be unbiased, possess minimum variance, and be normally distributed 

when the following conditions hold2: 

(1) The residuals have zero means.* 

E (e±.) = 0 . i = 1, n± (1.4-5) 

j = 1, n 
J y 

(2) The residuals from different observations (cases) 
are uncorrelated: 

E (e. ,e„, ) = 0. i ;* l ,„ , , . 
ID *k' r (1.4-6) 

j ,k = 1, n 

(3) The residuals from each observation have identical 
normal distributions with covariance matrix V ' 

E (eijeik) = [Vy ] j k j . k - 1 , ny ( 1 > 4_ ? ) 

* E(x) = expected value of x 
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In order to apply equation (4) some assumptions must be made about the 

appropriate form of the covariance matrix of residuals. V . In one 

respect, J£ can be known beforehand, known to within a multiplicative 

constant, or unknown. In another, V can be assumed to be a general, 

symmetric matrix or a diagonal one. In the diagonal case, the residuals 

for different observed variables are assumed to be uncorrelated. The 

appropriate form for the objective function derived from the above *" 

general equation depends upon the assumptions made about V . In the 

general case, V is assumed to be unknown and with potentially non-zero 

off-diagonal elements, and equation (4) reduces to: 

G M L = - "V1 [1 + ln(27T)1 " T l n wet<;ra>] d.4-8) 
i 

ni 
4 = J; ^ e± (1.4-9) 

where, 

A = moment matrix of residuals 

Likelihood functions appropriate for other assumed forms for the 

residual covariance matrix, V , are given in Bard ? In situations 
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where prior estimates of the parameters are available, based, for 

example, upon extraneous experimental data or data from other natural 

2 
systems, Bayes Theorem can be appl ied and another term added to G,„ 

clli 

to account for the prior information, which is assumed to be given 

in the form of a vector of mean p_ and covariance matrix V 
,o 

GB - GMI, " I <H " £° ) T Spo (H - £ 0 ) (1.4 

In this way, information obtained both from extraneous sources and 

from the system itself can be incorporated into the parameter estimates. 

These extraneous sources could also include the opinions of experts 

familiar with aspects of the systems represented by various parameters, 

provided that such "opinions" can be translated into mean parameter 

values and corresponding standard deviations. 

For some models, the parameter vector maximizing G can be 

solved for explicitly, e.g, multiple linear regression. In many cases, 

however, the models are nonlinear and/or dynamic and finding the maximum 

of the objective function takes on the form of a nonlinear programming 

2 1 2 

problem. Various search or gradient ' methods can be employed to 

locate the solution. Since the cost of evaluating the objective function 

for a given set of parameter values can be appreciable, particularly in 

the case of a dynamic model, methods which require a minimal number of 



1.4 Model Specification, Estimation, and Verification (continued) 

function evaluations are generally preferred. Bard" recommends the use 

of gradient methods, which require estimates of the f i r s t and, in some 

cases, second derivatives of the objective function with respect to the 

parameter values in order to guide convergence. These derivatives can 

be computed from analytic derivatives of the model equations or by using 

finite-difference techniques. Starting with an assumed set of parameters, 

gradient methods are essentially i t e r a t ive , hill-climbing algorithms 

with select step length and direction in parameter space to guide 

convergence to the solution. Typically, the process i s stopped when 

fractional changes in each element of the parameter vector with each 
2 

iteration become less than some specified amount (̂  0,0001) . The 

"solution" obtained in such a way cannot be guaranteed to be global, 

because the response surface may be irregular, with several local optima. 

Because of this aspect, the algorithm can usually be started from a 

number of different locations in parameter space to test for the signi­

ficance of alternative solutions. 

The use of nonlinear parameter estimation routines in dynamic model­

ling of environmental systems has been demonstrated by a number of investi-

14 
gators. Radha Krishnan et al. have done extensive work in evaluating 

various algorithms for parameter estimation in dynamic models of streams 

9 
using simulated data. Hornberger et al. have attempted to apply Bard's 

1 2 
algorithms ' to experimental data for the purpose of estimating kinetic pa-

16 
rameters in algal growth rate formulations. Yih and Davidson have evalu­
ated three algorithms for use in estimating effective longitudinal disper-
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sion coefficients in a dynamic salinity intrusion model of the Dela­

ware River Estuary. Johnston and Pilgrim have demonstrated the use 

of formal optimization methods in estimating the parameters of a water­

shed model. A recursive estimation algorithm (the Extended Kalman Filter) 

3 
has been used by Beck and Young in systematically identifying the 

structure of a model for dissolved oxygen in England's River Cam. 

One important advantage in posing the parameter estimation problem 

in a formal way is that approximate estimates of the covariance matrix 

2 
of the parameters can be derived : 

^ K " 'liS^ (1.4-11) 

Sp * (B"1'E = £ * (1.4-12) 

where, 

a = "Hessian" = matrix of second par t ia l 
derivatives of the objective function 
with respect to the parameters 

V = covariance matrix of parameter estimates 

G = GM or G = log-likelihood function 

£* = parameter vector of solution 

The required derivatives are estimated in the process of locating 

the solution, i f a gradient method is employed. The covariance matrix 
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is useful (a) in interpreting the relative significance of various 

parameters and the processes or mechanisms they represent? (b) in 

assessing the adequacy of the amount of data used for parameter 

estimation purposes; (c) in estimating the portion of model predic­

tion error attributed to uncertainty in the parameter estimates; (d) 

in estimating parameter confidence regions. It should be noted that 

estimates of the covariance matrix obtained according to equation (12) 

are only approximate in the case of a nonlinear model. 

If unknown, the covariance matrix of residuals can also be 

2 
estimated from the following formula : 

V = v A 
-* "y n

p - (i.4-i3) 
n.: fe-
1 n 

y 

The covariance matrix i s useful in assessing the predictive abi l i t ies 

of the model. The covariances of the residuals can t attributed to 

measurement errors in the observations and to model error . 

Once the parameters have been estimated, regardless of whether or 

not the formal procedure outlined above i s employed, the model is con­

sidered calibrated. The next step, verification, (Figure 1.3-1) tes ts 

the adequacy of the model for i t s intended uses. If the model fai ls 

the t e s t , the entire specification, estimation, and verification procedure 
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may be repeated with a revised model. If it passes, the model is 

considered suitable for application. 

The term "verification" has been used and misused with.a variety of 

different meanings in the environmental modelling field. As noted 

above in Section 1.2, we rarely establish the truth of a model, 

but rather we test whether or not that truth can be rejected. Because 

we cannot conduct controlled experiments, "verification" in usually just 

a test for association and not, in itself, sufficient. We usually rely 

upon independent evidence or established principles as bases for assumptions 

of causation, a necessary condition for true "verification". It is 

important to consider that verification also depends upon the intended 

uses for the models. Highly empirical models cannot be verified for 

use under conditions outside of the range in which they have been 

calibrated, i.e. the range in which the systems themselves have been 

observed. Whereas theoretical models of relatively well-understood 

systems may be verified for such use, provided that all of the 

relevant processes are incorporated and independent means of 

estimating parameters are available. 

The key to testing whether or not a model can be rejected is 

in analyzing the residuals, A variety of tests can be applied to the 

residuals in order to determine whether the principle assumptions of 

the parameter estimation exercise (equations (5) to (7)) have been 

7 
violated . The residuals can be plotted against the independent 

variables in the model to reveal possible inadequacies in assumed 
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functional forms or against variables not included in the model to 

determine whether potentially important factors have been ignored. 

For dynamic models, serial correlation in the residuals may reflect 

the effects of errors in specification of boundary conditions or the 

effects of factors not considered in the model. The accuracy of the 

model, as gauged by the standard deviations of the residuals, can be 

compared with expected measurement errors (which would represent lower 

limits for residual standard errors) ,. with the desired accuracy for 

•model applications or with the accuracies of alternative models. The 

last could serve as a partial basis for model selection. 

A supplemental criterion for verification is parameter stability. 

To test for this, data can be divided into two or more groups and 

optimal parameters estimated separately for each group. The parameters 

could then be tested for statistically-significant differences among 

groups. If differences are not detected, a single set of parameter 

values could be considered to be equally appropriate over the range of 

conditions represented by the various groups. This would tend to 

support the generality of the model and the consistent quality of 

the independent variable data. For maximum efficiency, the parameters 

should probably be re-estimated based upon all the data, once the model 

is considered "verified". This strategy is similar to that of Beck and 

3 
Young, who used the temporal stability of recursive parameter estimates 

as evidence for correct identification of a model for dissolved oxygen 

in a river. 
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1.5 Model Applications 

There are a variety of approaches and techniques which can 

f a c i l i t a t e fu l l and proper use of a model. Three aspects o f concern 

in t h i s work are s e n s i t i v i t y analysis, simulation, and error analysis . 

These are introduced b r i e f l y below. 

Potential ly useful information about some of the important 

control l ing factors and processes in a system can be derived from 

13 s e n s i t i v i t y analysis. Patten has suggested that such an analys is 

be used as a means of identifying control s trategies and has outlined 

a general approach for application to lakes . Miller has shown that 

s e n s i t i v i t y analysis can y ie ld useful information, even under conditions 

of uncertainty in the model or parameter estimates. S e n s i t i v i t i e s of 

model simulations to parameter values can be used as a basis to assess 

important controlling processes within the system, while s e n s i t i v i t i e s 

to independent variables can indicate the re lat ive controll ing influences 

of external factors, some of which may be manageable, possibly acting 

as "decision variables" in a design problem. This type of analysis 

can a l s o be used as a bas i s for simplification of the model. A useful 

way of expressing s e n s i t i v i t i e s are as normalized f i r s t par t ia l deriva­

t ives of the model dependent variables with respect to the factor being 

studied: 

§j = w. -—- ( 1 . 5 > D 
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where, 

w. = factor j (parameter or independent 
3 variable) 

S. = vector of sensitivities of state variables 
with respect to factor j 

Multiplication by w. essentially corrects for differences in factor 

scales and permits direct comparisons among different factors. The 

coefficients can be determined analytically or by using finite-difference 

techniques. In a dynamic model, the sensitivity coefficients are time-

variable. 

Control strategies can be viewed as modifications to the vector 

of independent variables. Most often, many of the independent variables 

are not influenced by management strategies. Meteorologic regimes are 

usually not controllable, but can have significant effects upon the 

systems being studied. For this reason, control strategies should be 

evaluated in the context of the variability induced by fluctuations in 

such factors. In some situations, "critical" conditions can be easily 

defined and employed in simulating management strategies. A classic 

example of this is evaluating the effects of biochemical oxygen demand 

discharges on dissolved oxygen in a river under low-flow conditions. 

In others, "critical" conditions may not be as evident, and simulations 

of historical records under the conditions imposed by each management 
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strategy can be used as a basis for evaluating and comparing alternative 

schemes. If sufficient historical records are not available, a synthetic 

record might be generated with time series models identified and 

estimated from data obtained from the geographical region being studied 

or from one similar to it. The range of system variability induced by 

fluctuations in the uncontrollable factors can be compared with the 

range induced by alternative management strategies as a means of esti­

mating the potential detectability of changes induced by such strategies. 

Error analysis can be a useful and revealing aspect of model appli­

cation. Generally, covariance in model predictions can be attributed 

to three error components:2 

Total Parameter , „ .". , , Residual 
= _ + Variable + _ 

Error Error _ Error 
Error 

,*tT . & „ A* 3y 9y * 3y B y 1 

% " <lt' Vat 1 t l 3 | > V l | > +2r (1.5-2) 

f 

In order to evaluate the total error, we need to estimate three 

covariance matrices: V , V , V . The last can be estimated 
•"P =^c =r 

by comparing model predictions with system observations and is usually 
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obtained in the process of estimating the model parameters. The parts 

of V corresponding to those parameters which Lave been estimated 

directly from system observations can be estimated according to equation 

1.3-12. The covariances of the remaining parameters and V must be 

estimated independently, often with only very approximate results. 

The required sensitivity vectors can be obtained from differentiation 

of the model equations, again using analytic derivatives or finite-

difference methods. The error should be evaluated for each case or 

management strategy studied. Although the individual covariance matrices 

may be invariant, the sensitivities and total prediction error may change 

from one case to the next. For a dynamic model, the total error and the 

first two terms in equation (2) are also time-variable. 

The residual error component includes both measurement and model 

errors: 

Residual _ Measurement Model 
Error ~ Error Error 

V = V + V ^n + ^e d.5-3) 

These two components usually cannot be distinguished without some 

independent evidence. For instance, measurement error could be 
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estimated from replicate observations. 

If the model and measurement error terms can be separated, a 

comparison of the parameter error term with the model error term can 

provide a basis for deciding whether future efforts should be directed 

at improving the model or at obtaining additional data. The covariances 

of the parameters can usually be reduced by gathering additional data 

for model calibration, whereas changes in the model would generally be 

required in order to reduce the model error component. In the interest 

of minimizing total prediction variance, future efforts would be directed 

toward data acquisition or model improvement according to whether the 

( parameter error term is greater or less than the model error term, res­

pectively. The relative sensitivities of these terms to investments in 

reducing them might also be considered, as discussed below. 

In cases where, parameter or independent variable errors are signi­

ficant, Thomas nas suggested that an error analysis could also be used 

as a basis for guiding data acquisition and research efforts. For the 

one-variable case, and combining the parameter and independent variable 

vectors into a general vector w , the variance attributed to uncertainty 

in the elements of w is given by: 

,2 . (<& v (|£ }
T 

°y S W V8? d.5-4) 
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If t h e off-diagonal elements of V are assumed t o be zero; 

2 y 3y , 2 2 
y " £±

 l 3w i ' w± (1-5-5) 

Given the objective of minimizing the total prediction variance, 

one strategy would be to invest additional resources into reducing 

the variance of the component contributing most to the total. Ac­

cording to this scheme, the various terms of equation (5) would be 

compared and the factor corresponding to the largest term would 

serve as a focus for additional monitoring and/or research efforts. 

Another strategy would consider cost-effectiveness by taking into 

account the fact that the variances of the parameters or independent 

variables may have different sensitivities to investment, i.e., some 

estimates might be more difficult to improve than others. According 

to this scheme, Thomas suggested that the variables could be ranked 

according to: 

y 2 o w . acr„. 
1 y i d.5-6) 

( 
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where, 

c . = investment i n fur ther data c o l l e c t i o n to 
improve the es t imate of w. 

g 
Harrington has reviewed appl ica t ions of these and s i m i l a r s t r a t eg ie s 

12 t o the design of ambient monitoring programs. In a s i m i l a r vein, Moore 

has proposed the use of Kalman F i l t e r i n g algorithms t o permit estimation 

of system s t a t e s based both upon model simulations and upon f ie ld measure­

ments. Using a minimum variance c r i t e r i o n , he has shown how t h i s scheme 

can lead to r a t i o n a l designs for aqua t i c ecosystem monitoring programs. 

S t r a t eg i e s such a s these can be used t o guide research and/or monitoring 

programs and rep resen t po ten t ia l ly f r u i t f u l areas of model appl icat ion. 

Another bene f i t derived from an e r ro r analysis i s the capabi l i ty 

o f placing confidence l imi t s on model p red ic t ions . Est imates of the 

f i r s t and second moments of p red ic t ions can be used, f o r example, t o 

c a l c u l a t e the p r o b a b i l i t y that implementation of a given management 

s t r a t e g y wil l r e s u l t in sa t i s fac t ion of a system standard or qual i ty 

c r i t e r i o n . A l t e rna t ive ly , management s t r a t e g i e s can be designed to 

s a t i s f y a given p r o b a b i l i t y of achieving system s tandards . A proba­

b i l i s t i c pro jec t ion , as compared with a determinis t ic one, provides 

t h e policy-maker wi th a be t ter dec i s ion bas is and the ana lys t with an 

escape route. 



1.6 Introduction to Illustrations in Subsequent Chapters 

Chapter 2 introduces the general problem of cultural eutrophication 

in lakes and reviews some of the roles of monitoring data and models in 

this application. Using data from a cross-section of lakes, some 

empirical approaches are demonstrated in the development, estimation, 

and evaluation of models for prediction of phosphorus concentration and 

lake trophic state as functions of phosphorus input rates, and hydrologic 

and morphometric characteristics. Techniques employed include nonlinear 

parameter estimation and discriminant analysis. Error analyses are 

employed to (1) propose a scheme for rational allocation of sampling 

effort in a monitoring program designed to gather data for lake nutrient 

budget estimation; (2) assess the relative sizes of independent variable, 

parameter, model, and measurement errors involved in prediction of lake 

phosphorus and chlorophyll concentrations; (3) develop a means of incor­

porating the effects of uncertainty in decision variables on rational 

design values for lake nutrient loading allocation. It concludes with 

a discussion of model selection criteria. The study is cross-sectional 

in nature and provides a basis for a more detailed, longitudinal case 

study of Onondaga Lake, New York, in Chapters 3 and 4. 

Chapter 3 introduces Onondaga Lake: its environment, historical 

problems, and proposed solutions. The bulk of the chapter describes 

and explores the existing data base on the lake and its tributaries, 

one of the most extensive data bases of its type known to this author. 

Techniques for reduction and display of the data are employed to reveal 
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variations and associations in time and space. A method for examining 

time series behavior is explored. Techniques for estimating and 

displaying mass balances on a continuous basis are developed and demon­

strated. While attempts are made to mechanistically interpret some of 

the observed relationships, the formal use of models is not stressed. 

A summation of proposed management strategies for the lake is used in 

combination with the results of data analyses to define the modelling 

problem addressed in Chapter 4. 

In Chapter 4, a model for vertical stratification in Onondaga Lake 

is developed, estimated, and applied. The objective is to evaluate the 

potential impact of the design and location of a waste outfall upon 

general features of lake mixing. In the context of this problem, the 

use of nonlinear programming algorithms for estimation of parameters 

in dynamic models is demonstrated and evaluated. Other techniques 

employed include sensitivity analysis, simulation, and error analysis. 

The chapter concludes with some general comments on the adequacies of 

the model, the data, and the techniques employed to address the defined 

problem, as well as some recommendations for outfall design. 
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2.0 METHODS FOR ASSESSMENT OF LAKE WATER QUALITY PROBLEMS 

2.1 Introduction 

A' lake can be viewed as a system which responds in various ways 

to culturally or naturally- induced changes in its boundary conditions. 

Assessment of lake water quality problems is a good context in which to 

illustrate some of the analytic techniques and strategies discussed in 

Chapter 1. In the following chapter, the roles of data and models in 

managing lake water quality are discussed with an emphasis on the general 

problem of cultural eutrophication. Introductory sections review aspects 

of lake classification, nutrient balance estimation, and lake modelling. 

In Section 2.5, data from over 100 northern-temperate lakes are used to 

evaluate and compare some of the simpler lake models which have been pro­

posed. Nonlinear regression and discriminant analyses are employed to 

develop empirical models for phosphorus retention and trophic state pro­

jection. Strategies for application of these models are discussed with 

a particular emphasis on parameter estimation, error analysis, and data 

requirements. Tfie chapter concludes with a brief overview and discussion 

of model selection criteria in Section 2.6. Besides providing a context 

in which to illustrate some of the various techniques discussed in Chapter 

1, this chapter serves as a partial basis for a more detailed case study 

of Onondaga Lake in Chapters 3 and 4. 



Lake Classification 

Lakes have been c lass i f i ed according to various physical , 

chemical, and b io log ica l character is t ics . Since lakes e x i s t on 

a continuum, c l a s s i f i c a t i o n into d iscrete states i s rather 

a r t i f i c i a l , but serves as a basis for organization and comparison. 

While c las s i f i ca t ions are defined on arbitrary scales , some may.be 

more theoretically-based than others. Schemes for use in water 

qual i ty management should relate to established cr i t er ia , which, 

i n turn, should r e f l e c t potential for beneficial use and, possibly, 

some fundamental measures of ecosystem health. 

An important aspect to consider i s that lakes are generally 

not s t a t i c e n t i t i e s . The term "eutrophication" i s generally used 

t o describe the natural evolution of lakes from deep, nutrient-

poor systems with low biological productivity to shallow, nutrient-

r ich systems with high productivity, and, eventually, in to swamps 
38 

and meadows. The phrase "cultural eutrophication" more accurately 

r e f l e c t s water qual i ty management concerns because i t describes 

the acceleration of t h i s natural process as a result of cultural 

interventions. This acceleration i s generally considered to be a 

r e s u l t of enhanced flow of nutrients in to the lake ecosystem. 

Traditionally, biological productivity has served as a 

primary basis for c la s s i f i ca t ion of lakes into three basic types: 

"oligotrophia," "eutrophic," and "dystrophic." The history and 
98 bas i s of this c la s s i f i ca t ion scheme have been reviewed by Welch 

may.be
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2.2 Lake Classification (continued) 

and are summarized in Table 2.2-1. oligotrophia lakes are relatively 

low in productivity, organic matter and nutrient content, and rela­

tively high in hypolimnetic dissolved oxygen and transparency, while 

eutrophic lakes have opposite characteristics. The term "mesotrophic" 

refers to an intermediate state between the above. Dystrophic lakes 

are distinguished by their high humic acid content, which renders 

a characteristic yellow or brown color. Organic matter in these 

lakes is generally allochthonous (originating in the watershed), 

whereas, organic matter in oligotrophic and eutrophic lakes is 

autochthonous (produced within the lake). The effect of light 

limitation limits the submerged, biological productivity of dystrophic 

lakes to relatively low levels, although oxygen levels are similar 

to those found in eutrophic lakes, due to decay of organic matter 

entering the lake from external sources. The natural succession 

of oligotrophic lakes is toward the eutrophic state, that of 

eutrophic lakes, toward swamps, and that of dystrophic lakes, toward 

peat bogs. While there are some quantitative aspects to this tradi­

tional classification scheme, it is primarily descriptive. 

73 75 88 92 
A number of investigators ' ' ' have suggested some more 

quantitative classification schemes in attempts to remove some of 

the subjectivity from the traditional method while retaining 

essentially the same interpretation. These schemes, reviewed by 

92 
Uttormark and Wall , have been based upon such i n d i c e s as minimum 

hypolimnic d issolved oxygen, t ransparency, chlorophyl l -a , ava i lab le 



Table 2.2-1 

Principal Characteristics of Oligotrophia, Eutrophie, 
and Dystrophic Lakes According to Welch •38 
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Lake Classification (continued) 

and total nitrogen and phosphorus concentrations, and alkalinity. 

For collections of lakes, these indices are often highly correlated 

with one another, reflecting their common association with the 

eutrophication process. Because of the particular effects of light 

limitation, dystrophic lakes are often excluded or treated separately. 

Likewise, lakes in which primary production is dominated by aquatic 

macrophytes generally do not fit into classification schemes 

73 88 
developed on lakes dominated by phytoplanktonic production. ' 

Some schemes have been based upon rankings and have been used 

88 
primarily for comparisons within a given group of lakes. Other 

investigators have attempted to derive objective scales for more 

73 75 88 92 
general application. ' ' ' Both types of schemes, however, 

depend directly upon the particular lake data set employed as a 

basis and are accordingly restrictive in scope of application. 

Shannon and Brezonik ' have led the work on subtropical 

lakes with a unique, multivariate - statistical approach. Their 

data base consisted of 55 North and Central Florida lakes. Cluster 

analysis of water quality data was used to classify the lakes into 

distinct groups, which roughly corresponded to the classical trophic 

states. The first principal component of the correlation matrix of 

traditionally-employed trophic state indicator variables was used 

to derive a formula for a so-called "trophic state index" (TSZ): 
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2.2 Lake Classification (continued) 

TSI = 5.19 + 0.919 — + 0.800 COND + 0.896 TON + 0.738 TP ,- „ ,. 
SD (2.2-1) 

+ 0.942 PP + 0.862 CHA + 0.634 — 
CR 

where 

Standard 
Mean Deviation 

= Inverse Transparency 0.84 0.77 _1_ 
SD 7"\'-l 

(m) x 

COND = Specific Conductance • 93.1 101.3 
(micromhos/cm) 

TON = Total Organic Nitrogen 1.02 0.82 
(mg/1) 

TP = Total Phosphorus 0.125 0.177 
(mg/1) 

PP = Planktonic Primary 44.8 82.3 
Production 
(mg-C/m3-hr) 

CHA = Chlorophyll-a 16.9 19.8 
(mg/m3) 

~ = Inverse Cation Ratio 1.47 1.63 

= [(Na + K)/(Ca + Mg)] x 

The coefficients in equation (1) are appropriate for use with 

standardized values of the respective variables. This expression 

explained about 70% of the variance in the correlation matrix of 

the indicator variables. Oligotrophia lakes generally had TSI 



2.2 Lake Classification (continued) 

values for less than 3, mesotrophic lakes, between 3 and 7, and 

eutrophic lakes, greater than 7. 

The TSI offers some distinct advantages over traditional 

classification schemes. It provides a more objectives means of 

ranking lakes according to water quality using a continuous scale 

which is both more sensitive and more realistic than the traditional, 

discrete trophic states. The coefficients of variation of five of 

the seven indicator variables in equation (1) were greater than one, 

however. This reflects considerable skewness in the distributions 

of these variables and suggests that a transformation of the 

variables may have been appropriate prior to the principal component 

analysis. By promoting normality in the distributions of the variables, 

transformations would have rendered the analysis more in agreement 

with the principal conditions for efficiency of the multivariate 

techniques employed. 

As a second phase of their work, Shannon and Brezonik demon­

strated correlations between TSI values and land use patterns, 

population densities, and nitrogen and phosphorus loadings. Multiple 

regressions of TSI on land use and population density factors explained 

81.5% of the TSI variance, while regressions of TSI on estimated 

phosphorus and nitrogen loadings explained up to 67%. These kinds 

of relationships were suggested as means of evaluating watershed 

management strategies for the control of eutrophiciation.-
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In view of the results of Vollenweider and Dillon , the 

results might have been revealing if the effects of lake morpho-

metric and hydrologic properties had been taken into account. 

The significance of the regressions of TSI on nutrient loadings 

is questionable, since nutrient concentrations contributed directly 

to the calculated TSI values. In the interest of distinguishing 

between causes and effects, one might argue against the inclusion 

of nutrient concentrations in the list of trophic indicators. It 

would seem more logical to allow the TSI to depend only upon 

variables which reflect observed ecosystem response or which relate 

to the potential for beneficial use. Nutrients are generally viewed 

more as causes than effects and should therefore be excluded from 

the TSI, according to this rationale. 

Despite these criticisms, the general approach of Shannon and 

Brezonik provides some potentially valuable management tools for 

application in regional planning. TSI values provide an objective 

means of ranking lakes with regard to observed water quality. The 

statistical relationships between TSI values and watershed character­

istics provide means of evaluating management strategies and of 

suggesting feasible subjects for water quality restoration and 

protection programs. However, the approach is highly empirical 

and at most as good as the data used to develop the ranking schemes 

and relationships. Potential effects of data include the effects 

of original lake selection, measurement errors, and assumptions 
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2.2 Lake C l a s s i f i c a t i o n (continued) 

and techniques employed in reducing the data t o useful form. 

More confidence could be p laced in r e s u l t s of t h i s type i f 

e s s e n t i a l l y the same r e s u l t s could be derived from an independent, 

randomly-selected set of l a k e s and watersheds in the same geo­

graphical r eg ion . In a d d i t i o n , the genera l i ty of t he i r model 

could perhaps be improved by the incorporation of more t h e o r e t i c a l 

factors i n t h e ana lys i s , such as lake f lushing r a t e and depth. 

Perhaps t h e major cont r ibut ion of Shannon and Brezonik was the 

demonstration t h a t mu l t i va r i a t e techniques can be applied 

successful ly t o problems of t h i s type in order t o reduce dimen­

s iona l i ty and thereby provide a concise and use fu l summary of 

the da ta . 

92 Uttormark and Wall developed a system for classifying l a k e s 

based upon subject ive information. Noting t h a t data were genera l ly 

lacking t o permit the app l i ca t i on of a c l a s s i f i c a t i o n scheme based 

d i rec t ly upon water qua l i t y measurements, they devised the "Lake 

Condition Index" (LCI), which was based upon the point system 

outlined i n Table 2.2-2. I n c lass i fy ing 1100 Wisconsin l akes , 

Uttormark and Wall constructed a quest ionnaire which f a c i l i t a t e d 

est imation of LCI values by regional agency personnel who were 

generally fami l ia r with the lakes in ques t ion . In comparing t h e 

LCI va lues with the t r a d i t i o n a l trophic s t a t e rankings for those 

lakes for which data were a v a i l a b l e , o l igo t rophia lakes were 

general ly found to have LCI values of 4 or l e s s , mesotrophic l a k e s , 



c 2.2 Lake Classification (continued) 

between 5 and 9, and eutrophic lakes, between 10 and 23. comparing 

multiple responses for the same lakes, Uttormark and Wall found 

that estimated LCI values were reproducible to within +, 2 units 

for 89% of the lakes tested. The source of this variation was 

found to lie primarily in the use impairment component, which, 

in turn, correlated with the particular professional concerns 

or recreational interests of the individuals or agencies being 

polled. Based upon a national survey, they concluded that the 

LCI technique could be used to correctly classify 70-80% of the 

lakes in the U.S. with surface areas greater than 40 hectares. 

( 

Table 2.2-2 

92 
Point System for Uttormark and Wall's Lake Condition Index 

Component 

Dissolved Oxygen 

Transparency 

Fish Kills 

Use Impairment 

TOTAL 

_ a 
Range 

0-6 

0-4 

0,4 

0-9 

0-23 

r 
Lower scores are more desirable. 
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As a second phase of their study, Uttormark and Wall suggested 

how LCI values might be related to nutrient loading and watershed 

development factors to demonstrate that the classification scheme 

could serve as a workable data base for lake renewal and management 

programs. They suggested that a normalized nutrient loading 

parameter could be estimated for each lake based upon measured 

or estimated loadings and upon lake morphometric properties. The 

normalized loading would be an indicator of eutrophication potential. 

For instance, according to Vollenweider's first model* (Figure 2.4-1), 

the normalized loading would be given by L/Z* , or, according to 

5 
his second model* (Figure 2.4-2), it would be given by L/QS* . In 

the absence of measured loading data, land use factors, such as 

urban drainage area/lake surface area could be employed as surrogates. 

A plot of the normalized loading against LCI would, in effect, depict 

potential problems versus observed problems. 

A major contribution of Uttormark and Wall was that such a 

plot (Figure 2.2-1) could be used as a device for "dynamic" classi­

fication of lakes. Their basic assumption was that deviations from 

predicted conditions were due to non-steady-state conditions. 

Accordingly, four regions could be identified in Figure 2.2-1. 

Lakes in Region I, lower left, would have low observed and low 

potential eutrophication problems and would be considered to be in 

no immediate danger. Conversely, lakes in Region III, upper right, 

* These models will be discussed in detail in Section 2.4. 



Figure 2.2-1 

Dynamic Lake Class i f i ca t ion According t o Uttorraaxk and Wall 
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would be problem lakes, in which extensive nutrient abatement may 

be necessary in order to effect las t ing improvements. Lakes in 

Region I I , upper l e f t , would be considered high p r io r i t i e s for 

protective actions, since their location on the plot suggests that 

currently "acceptable" water quality may be deteriorating. Con­

versely, lake in Region IV, lower r igh t , would be considered likely 

candidates for restoration programs, since long-term benefits may 

be possible without extensive nutrient source abatement. 

This scheme for dynamic classification of lakes has some 

obvious applications in regional management of water quality. 

/ The basic assumption i s that deviations from the perfect f i t 

of potential versus observed eutrophication problems are due to 

non-steady-state conditions. Of course, data errors would 

contribute substantially to such deviations. Model error would 

also be another source of deviations, since a l l of the factors 

contributing to variations in the capacities of lakes to handle 

nutr ient influx without adverse effects would not be accounted 

for in a simple model of the Vollenweider type. With these 

qualifications in mind, Uttormark and Wall's dynamic classification 

scheme appears to be promising as a screening method in designing 

regional water quality management programs. I t s potential applica­

t ions are not res t r ic ted to cases in which the LCI i s used as a 

measure of observed lake water qual i ty . 

( 
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2.3 Nutrient Balance Rationale 

The nutrient balance is an essential element in any analysis 

of lake water quality problems from a eutrophication viewpoint. 

Regardless of the complexity of the particular lake model being 

employed, long-term predictions of water quality can be heavily 

dependent upon accurate estimation of the boundary conditions 

imposed by the lake's nutrient inputs, particularly if projections 

are being made in the nutrient-limited state of the system. Under 

such conditions, it would be impossible to calibrate or verify a 

given lake model unless the nutrient inputs were estimated accurately. 

By quantifying the relative contributions of various nutrient sources 

in a lake's drainage basin, the balance also serves to identify 

problem origins and potential control points. 

In formulating a nutrient balance, an estimate must be obtained 

for each potential source in the watershed, averaged over the time 

scale of interest. The latter is determined by the requirements of 

the particular lake model being employed. Nutrient sources can be 

grouped initially into general categories according to the types of 

mechanisms involved, including hydrologic, cultural, meteorologic, 

52 
geologic, and biologic processes . Hydrologic fluxes enter or 

leave the lake in surface- or ground-water flows. Cultural fluxes 

represent point discharges of municipal, industrial, or agricultural 

wastes. Meteorologic fluxes are mediated by atmospheric phenomena. 

Inputs include dustfall and precipitation; outputs, entrainment 

of nutrients in spray from the water surface. Geologic 

fluxes represent transfers to or from the lake's sedimentj as 
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3 Nutrient Balance Rationale (continued) 

governed by water and sediment chemistry. Biologic fluxes include 

contributions from migrant waterfowl, insect emergence, plant or 

animal harvesting, nitrogen fixation, denitr if icat ion, and sediment 

exchanges. 

Because the geologic and many of the biologic fluxes involving 

the sediment are difficult to estimate or measure directly, the 

lake 's sediment i s usually included within the control boundaries of 

the system. The accumulation term represents the net sum of a l l 

fluxes not estimated directly. Hydrologic, cu l tura l , and, to some 

extent, meteorogic fluxes are re la t ively easy t o measure and generally 

represent the primary terms in the balance. 
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c 2.3.1 Factors Influencing Nutrient Sources 

Point sources of nutrients are influenced by a number of 

factors, including tributary population, types and amounts of 

industrial or commercial activity, and types and degrees of 

waste treatment. The kinds of materials being cycled through 

the urban and industrial systems are also of importance (e.g., 

detergents) . Point sources generally exhibit marked diurnal, 

weekly, and seasonal periodicities which reflect variations 

58,82 
in cultural activities . In contrast to nonpoint sources, 

they are relatively easy to measure and trace. 

The flux of nutrients from a watershed can be viewed as 

leakage from the resident terrestrial ecosystems. Likens and 

52 
Borman have discussed the various processes which are responsible 

for the input, cycling, and loss of nutrients in terrestrial 

systems. Generally, cultural interventions tend to open the 

relatively closed nutrient cycles of natural terrestrial 

environments. This results in an increased flux of nutrients 

from the watershed and in an increased potential for water 

quality problems. The concept that management of water quality 

entails management of the terrestrial environments has become 

the fundamental theme of programs for controlling nonpoint 

2 52 
sources of water pollution' 

Some nutrients are more tightly conserved than others in 

52 
terrestrial systems . Biological uptake acts to conserve 
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nutrients by converting soluble forms to forms which are less 

labile in the hydrologic cycle. Soil chemistry is an important 

regulating factor. Erosion is a principal export mechanism for 

nutrients which can be strongly adsorbed to soil particles and 

are therefore filtered from percolating waters (e.g., phosphorus 

or ammonia). The degree of adsorption depends in part upon soil 

48 
pH and clay composition . In contrast, nitrate nitrogen 

generally does not adsorb and is readily leached from the soil 

8 5T 
in surface runoff and groundwaters ' . The reduction in the 

potential for contact between surface waters and soils is con­

sidered to significantly increase nutrient mobility and export 

C from urban areas 

The work of Likens et al. ' ' a t Hubbard Brook in Mew 

Hampshire has demonstrated the relatively closed nature of the 

nutrient cycles in an undisturbed forest. The measured export 

rate of phosphorus from one portion of the watershed was 

21 g/ha-yr , compared with an input of 108 g/ha-yr in precipi­

tation and an annual internal cycling of 1900 g-P/ha-yr in leaf 

8 
fall alone. Thus, only a relatively small fraction of the 

phosphorus cycled within the watershed escaped in the hydrologic 

outflows and the system appeared to be accumulating phosphorus 

at the rate of 87 g/ha-yr. A similar area which had been clear-

cut had an average export rate of 203 g-P/ha-yr, an increase of 

about 10-fold over the undisturbed system. Most of this increase 
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was attributed to the particulate fraction (> 1 mm); the 

corresponding increase in the dissolved and f ine-particulate 

phosphorus export after clear-cutting was about two-fold. 

The export of nitrate nitrogen increased about 50-fold and 

remained at that level for at least two years after clear-cutting. 

Increases in nutrient export following agricultural or 

^ ^ ^ , , , „ ^ ^2,19,52,53,89,91 
urban development have also been well-documented 

Table 2.3-1 presents the results of an extensive literature 

91 
review conducted by Uttormark et al. to summarize the available 

data on the relationships between land use and nutrient export. 

The wide distribution of export rates within each land use 

classification can be attributed to variations in such factors 

, * • ^ >*. 52 •> 19/8.9 . , . 19 ,89 ,93 
as land use i n t e n s i t y , geology , s o i l type , and 

43 ,89 
drainage bas in morphology . In a d d i t i o n , the types o f 

f e r t i l i z e r s , the timing and techniques o f f e r t i l i z e r a p p l i c a t i o n , 

s o i l s t r u c t u r e , geography, and animal p o p u l a t i o n c h a r a c t e r i s t i c s 

are cons idered t o be c r i t i c a l factors i n regula t ing n u t r i e n t 

32 53 
l o s s e s from a g r i c u l t u r a l watersheds ' . Population d e n s i t i e s , 

s t r e e t s a n i t a t i o n p r a c t i c e s , ex tents of paved surfaces , and 

sewerage system c h a r a c t e r i s t i c s regula te l o s s e s from urban 

31 97 
watersheds ' . Errors i n the mean f l u x es t imates cou ld a l s o 

c o n t r i b u t e s u b s t a n t i a l l y t o the v a r i a b i l i t y o f export r a t e s 

within each land use c l a s s i f i c a t i o n . Such errors would b e 

c h a r a c t e r i s t i c of e s t i m a t e s derived from sampling programs o f 
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Table 2.3-1 

Typical Values of Nutrient Runoff Coefficients 
.91 

for Various Land Uses According to Uttormark et al. 

.Land use 
Urban 
Fores t s 
A g r i c u l t u r a l 

( 

Urban 
Fores t s 
A g r i c u l t u r a l 

NO3-N+NH4-N 
kg/ha/yr 

High Low Ave 
5 .0 1.0 2 .0 
3 .0 0.5 1 .6 

1 0 . 0 1.0 5 .0 

Total -N 
k g / h a / y r 

High Low Ave 
10.0 2 .5 5.0 

5.0 1.0 2 .5 
10.0 2 .0 5.0 

D i s s . inor g -P 
kg /ha /yr 

High Low Ave 
2.0 0.5 1.0 

0.1 0.01 0.05 

0.5 0.05 0.1 

Tbtal-P 
kg/ha/yr 

High Low Ave 

5.0 1.0 1.5 

0.8 0.05 0.2 

1.0 0.1 0.3 

( 
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2 

insufficient frequency or length to provide an adequate basis 

for calculation of a long-term-average flux. Hydrologic varia­

tions may also be important, since, as discussed below, concentra­

tion tends to vary less than flux in streams not dominated by 

point sources. 

The factors discussed above are responsible for variations 

in long-term-average nutrient export rates from watershed to 

watershed. Temporal variations for a given watershed, as induced 

by climatologic changes on various time scales, are also of 

concern. An understanding of such variations is critical to 

the interpretation of measurements of export rates obtained 

over a particular time period. Because different types of 

terrestrial ecosystems respond differently to climatologic 

variations, one would expect that both the mean and the vari­

ability of the nutrient export rate would depend upon land use 

distributions and upon various geologic and morphologic char­

acteristics of the watershed. 

The effect of variation in streamflow on nutrient concen­

trations is of primary concern. Flow may influence concentration 

via several mechanisms ' ' ' , including: (a) energy effects 

(streambed or land surface scouring during periods of high flows, 

heavy precipitation, and/or surface runoff); (b) residence time 

effects (higher flows permitting less time for entrapment and 

( 
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utilization of nutrients in upstream terrestrial or aquatic 

ecosystems); (c) dilution effects (dilution of upstream 

point-source discharges or groundwater base flows during high 

flow periods). The interaction of all these mechanisms determines 

the net response of nutrient concentrations in a given stream to 

changes in flow. The responses of dissolved, suspended, and 

particulate fractions are often quite different, reflecting the 

relative importance of various export mechanisms. 

Generally, rivers which are not dominated by upstream 

point-source discharges tend to show less variation in total 

nutrient concentration than in flux (concentration * flow). This 

is true both in response to short- and long-term variations in 

hydrologic regime. For example, in developing a 6-year nutrient 

58 budget for Shagawa Lake, Mauleg et al. monitored nutrient 

concentrations at weekly intervals on the Burntside River, a 

major tributary with a heavily forested watershed. The ranges 

of the reported yearly-average flows, phosphorus fluxes, and flow-

weighted mean phosphorus concentrations were 34.6-83.5 x 10 m /yr, 

3 

429-973 Kg/yr, and 11.7-14.9 mg/m , respectively. The corres­

ponding coefficients of variation were 0.30, 0.26, and 0.09, 

indicating that year-to-year variations in concentration were 

much less significant than variations in flow or mass flux. 

No consistent relationship between yearly average concentration 

39 51 
and flow was evident. Similarly, results from Hubbard Brook ' 
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58 
and from the Burntside River indicate a re lat ive ly small 

response of total phosphorus or total nitrogen concentration 

to seasonal flow variat ions in forested watersheds. 

Less extensive data ex i s t to determine whether other 

types of watersheds respond similarly t o changes in hydrologic 
44 

regime. Kilkus e t a l . ' found that ortho-phosphorus and ammonia 

nitrogen concentrations correlated s l i g h t l y posit ively with 

flow in some primarily agricultural watershed in Central Iowa. 

They suggested that t h i s could be a re su l t of an increased 

proportion of re la t ive ly high-concentration runoff during high 
9 

flow periods. Cahill e t a l . found a negative correlation 

^ between to ta l and ortho-phosphorus concentrations and streamflow 

during steady-stage conditions on the Brandywine River, which 

drains a highly diverse watershed in southeastern Pennsylvania 

and Delaware. They suggested that d i lu t ion of upstream point 

sources during higher flow periods was primarily responsible for 

the observed behavior. Likewise, Wang and Evans9** found an 

inverse relationship between ortho-phosphorus concentration and 

flow on the I l l ino i s River. In a study of flow and concentration 

data from various water quality sampling stations in the U.S. , 
27, 

Enviro Control observed dilution e f f ec t s in 8 stations out of 

26 for ortho-phosphorus, but in only one stat ion out of 42 for 

to ta l phosphorus. The National Eutrophication Survey analyzed 

concentration and flow data from over 200 watersheds and concluded 
(" 
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that, on the average, total phosphorus and total nitrogen 

concentrations varied with the -0.11 and -0.6 power of flow, 

respectively. 

The response of stream concentrations to storm events 

is also of interest. Observed increases in suspended nutrient 

concentrations during rising river stages have been attributed 

to the scouring of land surfaces and river bottoms with increasing 

a 27 41 27 
flows ' ' . In the Enviro Control study mentioned above , 

total phosphorus was found to exhibit this behavior in 21 out 

of 41 stations, whereas ortho-phosphorus exhibited it in 3 out 

of 26. If the scouring of streambeds is an adequate explanation, 

the response of a stream to a given storm would depend not only 

upon the spatial and temporal rainfall intensity pattern, but 

also upon the antecedent dry-weather period, as the latter would 

determine the amount of material stored in the stream bed at the 

beginning of the storm. The consequences of this phenomenon on 

the design of tributary sampling programs will be discussed in a 

subsequent section. 
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Strategies for estimating the terms of a nutrient balance 

can be classified as direct or indirect. Direct evaluation 

entails the integration of flow and concentration measurements 

obtained at or near the point of discharge of each source into 

the lake. Indirect evaluation is based upon established 

relationships between fluxes or concentrations and the causally-

related factors discussed in the previous section. 

The current state-of-the-art is such that direct estimation 

methods are generally preferable. Indirect methods are most 

useful in extrapolating estimates derived from direct measure­

ments. For example, the nutrient fluxes from a given watershed 

might be estimated from measurements on an adjacent watershed 

with similar land use, geologic, and morphometric characteristics, 

assuming a drainage area proportionality or equivalent concen-

62 86 
trations ' . Nutrient fluxes from sewage treatment plants 

can be estimated from population and type of treatment. Per 

capita estimation of nutrient sources from shoreline residences 

86 
with septic systems has been commonly employed' . The latter 

estimates are suspect due to the complexities of the factors 

determining the performance of such disposal systems. Unfor­

tunately, direct measurement of contributions from shoreline 

28 
septic systems is an also difficult task , and this can contribute 

69 
substantial uncertainty to the total nutrient budgets of some lakes 
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Comprehensive models for i n d i r e c t est imation of nonpoint 

sources do not e x i s t as ye t . The r e l a t i v e l y wide var ia t ions 

of nu t r ien t export r a t e s for va r ious land use ca tegor ies 

(Table 2.3-1) suggest tha t o the r factors wi l l have to be included 

53 before s u f f i c i e n t accuracy and r e l i a b i l i t y can be achieved . The 

development of these models i s e s s e n t i a l t o the understanding and 

eventual con t ro l of nonpoint sources and thus t o lake water q u a l i t y 

management in genera l . 

Direct evaluat ion of n u t r i e n t fluxes p resen t s some p a r t i c u l a r 

sampling and est imation problems. In order to obta in an average 

flux estimate over a time sca le At , the following in tegra l must 

be evaluateds 

WAt - A t O q t c t d t < 2 - 3 - 1 ' 

where 

qt = instantaneous flow (vol/time) 

ct = instantaneous concentration (mass/vol) 

W. = average flux over time At (mass/time) 

C 
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Typically, continuous measurements of flow are available. If 

continuous, flow-weighted composite sampling is employed to 

determine concentration, the integral can be evaluated directly 

arid the only errors in the estimate are the usual ones associated 

with the measurement and analytical process. If only grab sample 

concentration data are available, however, assumptions must be 

made about the behavior of concentration between sampling times. 

This requires some assumptions which introduce estimation errors, 

as well as measurement errors. 

The various methods of computing average fluxes from 

continuous flow and grab-sample concentration data differ in 

their assumptions regarding the behavior of concentration between 

sampling times. The characteristics of the stream, in particular, 

the relationship between concentration and flow, determine which 

method is appropriate. Generally, calculation methods which assume 

a constant flux are appropriate for point-source dominated systems, 

while methods which assume constant concentration are more appro­

priate for use in systems dominated by nonpoint sources. These 

concepts are discussed in greater detail below. 

The appropriate calculation technique also depends upon the 

time scale of interest. For instance, if a continuous flux estimate 

is desired, the data can be treated as a time series and interpola­

tion techniques can be employed to estimate fluxes between sampling 
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69 
times - Interpolation can be done on the flux versus time 

axes if flux is found to be less variable than concentration, 

or on the concentration versus volume (cumulative flow) axes 

if the opposite is true. If the time scale of interest is long 

enough compared with the sampling frequency, the data can be 

aggregated and treated as samples from a stationary population. 

With appropriate adjustment in the equivalent sample size to account 

for any serial correlation in the observations4 , this permits 

estimation of both a mean and its variance. The latter is useful 

in establishing confidence limits and in identifying relative 

needs for additional stream sampling. 

In a study for the Army Corps of Engineers, Meta Systems62 

developed nutrient budgets on various reaches of two major river 

systems in north-central Florida: the Oklawaha and the Withlacoochee. 

For each reach, total nitrogen, total phosphorus, and BODg balances 

were developed on monthly, yearly, and eight-year-average time 

scales. Point sources of nutrients were generally unimportant in 

these rivers. In this effort, this author investigated a number of 

methods for estimating average fluxes from continuous flow and 

grab-sample concentration data. For each station, nutrient, and 

time scale, both the mean and variance of the flux estimate were 

derived. The latter permitted evaluation of the statistical 

significance of the nutrient accumulation terms in various reaches, 

relative to the errors inherent in the input and output estimates. 
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Monthly balances were based upon regression models which 

related concentration to flow, season, and time (trend). In 

these models, it was necessary to incorporate interactions 

between season and flow, since the slopes of the concentration 

versus flow regression lines were found"to vary significantly 

with season at many of the stations. These models explained 

between 23% and 70% of the variance in the log-transformed 

concentration data at various stations. They were used in 

combination with the continuous flow records to generate flux 

estimates and mass balances at monthly intervals. 

To estimate yearly- and long-term-average fluxes, five 

methods were investigated and compared, based upon the computed 

variances of the respective estimates. The formulas employed 

are given in Table 2.3-2. Method 1 involved the direct averaging 

of the products of sampled concentrations and corresponding flows. 

According to Method 2, the concentration and flow data were 

averaged independently. Method 3 was based upon the flow-weighted 

average concentration and the average flow. Methods 4 and 5 were 

based upon regression models which related sampled concentration 

to a sampled flow. The model formulations were concentration 

versus inverse flow and log (concentration) versus log (flow), 

respectively. 

( 

On both time scales, the variances of the estimates derived 
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from Methods 1 and 2 were generally higher than those derived 

using Methods 3, 4, or 5. Besides giving estimates with relatively 

high variance, it can be shown that Method 2, in which flow and 

concentration are averaged independently, gives biased flux 

estimates if concentration is not independent of flow, whereas 

the other methods all give asymptotically unbiased estimates. In 

deriving long-term (eight-year) flux estimates, no general dis­

tinction could be made among the last three methods. Methods 3, 

4, and 5 gave somewhat sharper estimates of phosphorus, B0D5, and 

nitrogen fluxes, respectively. In estimating yearly-average fluxes, 

Method 3 was found to develop an advantage over Methods 4 and 5, 

in that it required estimation of only one, as opposed to two 

parameters. 

Based upon considerations of minimum bias, variance, and 

computation effort, the results of the Cross-Florida Barge Canal 

62 
Study indicated that Method 3 was preferable overall. For large 

sample sizes, the regression methods offered an advantage only if 

the relationships between concentration and flow were significant. 

Method 3 involved multiplying the flow-weighted average sample 

concentration times the average flow over the entire period of 

concern. This amounts to a "ratio estimate" of the mean and 

assumes that, on the average, flux is proportional to flow. 

77 
Snedecor and Cochran note that this type of estimate works best 

in systems where the variance of the dependent variable (flux) 
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increases with the magnitude of the independent variable (flow), 

They also note that the ratio estimate (Method 3) is superior 

to direct averaging (Method 1) only if: 

XY 2Cy 
(2.3-2) 

where 

XY 

CX' CY 

correlation coefficient-between 
independent variable X and 
dependent variable Y 

coefficients of variation of X 
and Y , respectively 

In this case, the above criterion will be approximately 

satisfied if the slope of a log (concentration) versus a log 

(flow) regression is greated than -0.5. As dilution effects 

become important, the slope would approach -1 and direct 

averaging (Method 1) would become preferable. For systems 

not dominated by point sources, however, concentration would 

be expected to be a weak function of flow*, and the ratio 

estimate would be generally preferable. 

( 
*See Section 2.3.1. 
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In computing the variances of the flux estimates in the 

Florida study, independence of the- samples was assumed. Serial 

correlation in the observations would tend to decrease the 

4 
effective sample sizes for calculation of the mean and variance 

As will be discussed in the next section, such effects would be 

expected to be small at the sampling frequences of less than one 

per month, typical of the data used in the Florida study. As 

sampling frequency increases, however, serial correlation may 

distort the mean and variance estimates derived directly from 

the equations in Table 2.3-2. Interpolation techniques which 

treat the data as time series may become superior to the methods 

discussed above. An approach to evaluating calculation techniques 

under these conditions is discussed below. 

A Monte-Carlo study would be useful as a means of evaluating 

sampling strategies and calculation methods for estimating the 

mean and variance of nutrient flux in streams of various charac­

teristics. Stochastic models for streamflow and concentration 

could be identified and estimated from any high-frequency 

sampling data available. The models would incorporate trends, 

seasonal effects, and stochastic variations37'50'5?Relationships 

between flow and concentration could be built into the deterministic 

and/or stochastic elements of these models. They could be used to 

generate synthetic time series of flow and concentration which 

could be sampled at various frequencies. Various calculation 
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methods could be applied to estimate the average fluxes from the 

sampled .'data. This would permit comparison and evaluation of the 

methods with regard to bias and variance. The accuracy of the 

variance estimates derived from various methods could also be 

assessed. Alternative model formulations and/or parameter values 

could be used to test the effects of different stream characteristics 

on the relative performances of the estimation methods and upon 

the sampling frequencies required to provide estimates with given 

error bounds. 



Monitoring Program Design 

In designing monitoring programs to provide basic data 

for nutrient balance estimation, the particular characteristics 

and periodicities of the sources must be considered. In the 

case of cultural streams, concentration or flux data may exhibit 

cyclical variations at daily or weekly frequencies. Such 

periodicity has been observed in quantity and quality data from 

.58,82 
municipal sewage effluents . Industrial effluents may be 

characterized by a high degree of variability. Because of these 

aspects, continuous, flow-weighted composite sampling has been 

most-often employed in streams of these types. However, continu­

ous sampling of nutrient concentrations has been done only rarely 

13 
in tributaries . Accordingly, flux estimates in these cases 

are most-often derived from grab-sample concentration measurements. 

If this is the case, grab-sampling should be scheduled at roughly 

equal volume, rather than equal time increments. This would 

increase temporal frequency during high runoff periods (e.g. 

spring). 

One problem in this regard is the potential impact of 

storm events on loading estimates derived from infrequent grab 

sampling. As discussed previously (Section 2.3.1), total 

phosphorus concentrations have been observed to increase during 

rising flows as a result of the scouring of land surfaces and/or 

9 27 34 41 
bottom deposits ' . Brief periods of high flows and 

high concentrations can introduce considerable skewness into 
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the distribution of total mass flux. As a result, average 

fluxes estimated from dry-weather grab-sampling could be 

considerably in error. One factor which would tend to reduce 

the significance of this phenomenon is that it is generally 

associated with the particulate nutrient fractions ' 

41 
Keup has suggested that these materials settle out fairly 

rapidly in downstream river reaches as storm flows subside 

or eventually in lakes. The likelihood that they enter into 

lake nutrient cycles is relatively small. However, periodic 

grab-sampling should probably be supplemented with some sampling 

during storm events in order to observe the variations of 

nutrient concentrations in the dissolved, suspended, and gross 

particulate fractions. If large increases in the dissolved 

and suspended fractions are evident over the course of a storm, 

then periodic grab sampling alone may not provide a sufficient 

basis for mean flux estimation. The particular storm events 

sampled should have fairly long antecedent dry-weather periods, 

so as to allow sufficient time for materials to accumulate in 

upstream river beds or on land surfaces. 

The standard design for tributary sampling programs in 

lake management schemes has typically been to sample all 

tributaries at a given frequency, usually monthly or biweekly. 

Given the objective of obtaining a total nutrient loading 

estimate which is unbiased and has minimum viariance, it would 
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be of i n t e r e s t t o consider whether appreciable bene f i t s would 

be derived from optimizing the a l l o c a t i o n of sampling e f f o r t 

among the various streams, subject t o a fixed t o t a l monitoring 

c o s t . This problem i s i n i t i a l l y posed as a problem i n mathematical 

programming and solved in Table 2 . 3 - 3 . The object ive i s t o obtain 

a t o t a l loading es t ima te with minimum variance, sub jec t t o a fixed 

c o s t constra int which i s i n i t i a l l y assumed to be expressed as a 

f ixed t o t a l number of samples, N . The a l locat ion i s assumed 

t o be made among M t r i b u t a r i e s , each characterized by a 

v a r i a b i l i t y k^ and loading 1^ . The solution i s given by: 

n i k i C i q i s i 
N M M (2.3-3) 

Ek i C j Lq KB± 

1=1 x=l 

Thus, three f ac to r s determine the f r ac t ion of the t o t a l 

sampling effort opt imal ly a l located to stream i : k . , 

v a r i a b i l i t y ; c. , average concentrat ion; and q. , average 

flow. In designing a sampling program according to t h i s 

scheme, the parameters could be est imated a_ p r i o r i based 

upon a preliminary survey, land u s e , and hydrologic d a t a . 

The potential , benef i ts of optimizing the sampling 

program can be est imated by comparing the variance of the 
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Optimal Allocation of Samples Among 
Tributaries for Nutrient Balance Estimation 

Problem Definition: 

Select: n. , i=l , M 

To Minimize: 
T 

M 2 2 
E k Jli/ni 
i=l x x * 

Subject to: 
M 
£ n. = N 
i=l x 
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to stream i 
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2 
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N = 
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variability of stream i 

average flux of stream i 
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estimate obtained from the allocation according to equation (3) 

with the variance of the estimate for the case in which all 

streams are sampled equally: 

2 M N o 

4 - £ = si ( 2-3-4> 
x=l 

2 1 N 5 

v - I < E s i } (2-3"5) 

i=l 

2 ,v ,2 

2 2 2 
a* M E s. 1 + CV TE l s 

where 

2 a = variance of estimate with equal 
sampling allocations 

2 
o ^ = variance of estimate with optimal 

sampling allocations 

CV = coefficient of variation of s. , 
i=l, M 

(2.3-6) 

If all s. are equal, CV = 0 , and the optimal and equal 

allocations coincide. As the differences in the streams 

become more pronounced, reflecting increasing levels of CV , 
s 
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the potential benefits of optimization increase. 

The nutrient budgets of five lakes in the National 

Butrophication Survey 6 have been examined to determine the 

possible effects of optimal sample allocations on the variances 

of the mean loading estimates for some typical tributary 

groupings. In estimating the optimal allocations, it was 

assumed that the weighting factors, s. , were proportional 

to the total phosphorus loadings, i.e., the variabilities were 

assumed to be equal. Variance ratios according to equation (6) 

ranged from 0.15 to 0.88, corresponding to a range in the 

ratios of confidence limits of 0.39 to 0.94. The most 

pronounced effect was observed in a lake which had seven 

influent streams, one of which accounted for 96.7% of the 

total loading. The least pronounced effect was observed 

in a lake with two inlet streams at a loading ratio of about 

two to one. Thus, it appears that in some cases, appreciable 

benefits could be achieved from optimizing the sampling alloca­

tions . 

One means of improving the above analysis would be to 

employ a more realistic cost constraint, which would not be 

strictly proportional to the total number of samples. One 

such constraint would be: 

r 
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max . . „ C = an. + b N (2.3-7) 

where, 

c = 
max 

ni 
a,b 

total cost 

maximum value of n. 

cost parameters 

The first term represents the fixed costs of deploying a 

sampling crew a total of n. days during the year of 

monitoring. The second term reflects the incremental 

sampling and analytical costs per sample. 

A second improvement would be to account for possible 

effects of serial correlation in the observations on the 

variance of a mean flux estimate for a given stream. Bayley 
4 

and Hammersly have shown that serial dependence can be 
3 

accounted for by using an equivalent sample size, n. , in 

calculating the variance of the mean estimate'. 

C 

_1_ 
e 

j=n.-l 

j=l x Dt: 
(2.3-8) 
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where, 

t = sample interval = 365/n. days 

p = lag j t s e r i a l correlation coefficient 
j t 
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A number of investigators37'50'59'60 have shown that high-

frequency components of stream water quality data can be 

modelled reasonably well as a first order, autoregressive 

(Markov) process with a serial correlation coefficient in 

the range of 0.7 to 0.9 at one day lag. For such models, 

57 
Matalas and Langbein have shown that equation (8) reduces 

to: 

i -. n t , nt t , , x -L. JL + _L /P (P - np + n - 1). 
n± i n± (p^ - 1) 

(2.3-9) 

where, 

p = lag 1 day autoregression coefficient 

This equation is plotted on log-log scales in Figure 2.3-1 

for various values of p . At a monthly sampling frequency, 

the effect is relatively insignificant and n£ " ni • A s 
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( 
Figure 2.3-1 

Relationship Between Effective and Actual Sample 
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sampling frequency increases, the effect becomes more 

pronounced. For values of between 0.8 and 0.9, there is 

little difference in effective sample size between weekly 

and daily sampling frequencies. Thus, if the objective is 

to estimate a mean value, a weekly sampling program would 

provide about as much useful information as a daily one. 

50 
Littenmaier has discussed the implications of this on 

monitoring program design and has employed the effective 

sample size concept in studying the powers of nonparametric 

tests to detect trends in water quality data. Incorporation 

of these effects into the mathematical programming model would 

tend to make the optimal allocations more equal than indicated 

by equation ( 3). 

In real applications, equation (3) might be used as a 

rough indication of desirable sampling program design from a 

nutrient budget standpoint. Incorporation of a more realistic 

cost function and consideration of the effects of serial 

correlation on the variance of the mean would tend to suggest 

a more even allocation of sampling effort than that indicated 

by equation (3). The benefit in terms of increased precision 

in the loading estimate would tend to increase as the similari­

ties of the sampled streams decrease. In many cases, equal 

allocation of sampling effort would not be far from the optimal 

design, since monitoring programs are usually multi-objective, 
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other factors may have to be considered before arriving at 

the final program design. 

Rationally, the size of the sampling effort should depend 

upon the required accuracy of the nutrient budget estimates. 

This, in turn, should depend upon the requirements of the 

particular lake model employed and upon the potential impact 

of errors in the flux estimates upon the decisions made or 

management policies selected. Historically, however, little 

effort has been made to place confidence limits on nutrient 

budgets. The design of sampling programs has been dictated 

by "rules of thumb" and budgetary contraints. As the state-

of-the-art advances, the increased interest in making 

probabilistic water quality projections .should eventually 

provoke an awareness of the errors involved in nutrient 

budget estimates. Systematic approaches to lake monitoring, 

modelling, and managing efforts will, in turn, involve more 

rational monitoring program designs. 

( 



2 

4 Interpretation Problems 

A lake's nutrient budget which has been estimated based 

upon monitoring data obtained during a given period may not 

r e f l e c t average conditions. If a lake model i s to be used to 

predict long-term water quality changes resulting from various 

management s t ra teg i e s , long-term-average nutrient loadings from 

various sources in the watershed must be estimated. Likewise, 

i f there are lake-speci f ic parameters in a steady-state model, 

the parameter values would have to be estimated from observations 

made on the lake or i t s outflow under steady-state conditions. 

Fluctuations in cul tural , hydrologic, and meteorologic factors 

can cause year-to-year variations in the nutrient dynamics of 

watersheds and lakes . These variations introduce uncertainty 

into the extrapolation of monitored input and output fluxes to 

long-term-average conditions. 

There are no data known to the author which would establish 

whether s ignif icant long-term variations in the export of 

nutrients from watersheds under cul tural ly-s table conditions 

e x i s t . The errors inherent in the measurement of these fluxes 

based upon grab sampling may have obscured our a b i l i t y to detect 

such variations, however. The time sca le of the natural evolution 

of terres tr ia l ecosystems and any resultant changes in nutrient 

export i s probably beyond the planning horizon. Since concentration 

i s generally a weak function of flow in tributaries not dominated 

by point sources, the flux for an average hydrologic year can be 
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approximated as the product of the measured flux and the ratio 

of average flow to the flow during the sampled year. This 

assumes that the watershed is under fairly stable conditions 

and that no significant interventions which would influence 

nutrient trapping or release within the watershed occur during 

86 
the period of sampling. The National Eutrophication Survey 

has used essentially this procedure, with the exception that 

the ratio of flows was raised to the .89 power, assuming that 

average phosphorus concentration varies as the -.11 power of 

flow. This slope was derived from an analysis of flow and 

concentration data from over two hundred watersheds with fairly 

heterogeneous characteristics. In the case of point sources, 

which are not hydrologically-mediated, fluxes are usually assumed 

to be independent of flow. If the distinction between point and 

nonpoint sources cannot be easily made, the relationship between 

concentration and flow can be examined graphically and, if a 

significant slope is apparent, a regression model can be employed 

9 33 to estimate loading during an average hydrologic year ' 

Assuming that watershed conditions are relatively stable during 

sampling, the adjustment of loading to average conditions can 

thus be made relatively easily. 

Estimating the output and accumulation terms of a lake's 

nutrient budget under average conditions is a much more difficult 

task. In order to do this, assumptions must be made about the 
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dynamics of the nutrient trapping mechanisms within the lake. 

Estimates of the retention coefficient, defined as the fraction 

of the influent phosphorus which does not leave in the outflows, 

16 17 
are required for the applications of Dillon's model ' , which 

will be discussed in the next section. In converting observed 

phosphorus and nitrogen outflows to an average hydrologic year, 

86 
the National Eutrophication Survey (NES) has employed the 

same techniques used in converting the nutrient inflows. The 

following analysis suggests that this may have introduced some 

significant errors in the accumulation rates, retention coeffi­

cients, and average outlet concentrations reported by the NES. 

This is particularly true for the lakes which were sampled in 

1972, which was a relatively wet year, characterized by a yearly 

flow to average flow ratio of about two, for many of the midwestern 

and northeastern lakes sampled. Tropical storm Agnes occurred 

in late June of 1972 and could have had a profound effect on the 

nutrient and hydrologic budgets of many of the lakes sampled that 

year. 

Assume that the lake's nutrient budget can be summarized in 

the following four terms, which are measured during a given year: 

2 
L, = diffuse source loading (g-P/m -yr) 

2 
L = point source loading (g-P/m -yr) 

p 
2 

L = outflow (g-P/m -yr) 
o 

2 
L » accumulation rate (g-P/m -yr) 
CI 
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2 . 3 . 4 In terpre ta t ion Problems (continued) 

From a s t e a d y - s t a t e mass ba lance : 

L » L, + L - L (2 .3-10) 
a a p o 

In convert ing these terms t o long-term a v e r a g e s , the NES has 

e s s e n t i a l l y employed the fo l l owing convers ion scheme: 

Ld " L d q 

L' = L (2 .3-11) 
P P 

L' = L q 

where 

q = average-year f low/sampled-year flow. 

The corresponding express ions for the sampled and average 

re tent ion c o e f f i c i e n t s are g iven by: 

L L + L, - L 
R - r^TT- - P

L + T ° (2.3-12) 
p a p d 

( 



4 I n t e r p r e t a t i o n Problems (continued) 

2 

> • = 

For L « L , , 
P a 

For L » L . 
P d 

L + L , q - L q 
-2 2 2 (2.3-13) 

L p + L d q .89 

L, - L 
R' = — ; =• = R , independent of q (2 .3 -14 ) 

Ld 

•89 L - L q 
R. = P ° (2.3-15) 

P 

The analysis shows that, for lakes dominated by nonpoint 

sources, the corrected retention coefficient, R' , equals 

the sampled retention coefficient, and is, therefore, inde­

pendent of flow. This result is contrary to the empirical 

42 equation of Dillon and Kirchner , which expresses R as a 

function of QS , the surface overflow rate ( = outflow/ 

surface area). This equation predicts that R should decrease 

from one to zero with increasing flows. The above result is 
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also contrary to the intuitive argument that higher flows 

should permit less time for the physical, chemical, and 

biological reactions responsible for phosphorus trapping to 

occur within the lakes and should therefore result in lower 

retention coefficients. For the lakes dominated by point 

sources, the predicted response of the retention coefficient 

to changes in flow is correct in sign, but likely to be in 

error, since no consideration has explicitly been given to the 

factors controlling nutrient trapping in the lake. 

Another difficulty in interpreting lake outflux data is 

that of assuming steady-state. One would expect the nutrient 

dynamics to respond faster to changing conditions in low residence 

time lakes. However, equilibration of lakewater/sediment exchanges 

may occur on a much longer time scale than indicated by the 

48 56 
hydraulic residence time ' . There is a general problem of 

deciding whether the nutrient outflux is in equilibrium with 

long-term or short-term hydrologic, and meteorclogic, or loading 

conditions. The net result of these problems is that measurements 

of nutrient outflows, accumulation rates, and retention coeffi­

cients are relatively difficult to interpret in terms of average 

conditions, unless the measurements have been taken over an 

extended period of time. Such a period should probably encompass 

at least three hydraulic residence times, or one year, whichever 

is greater, and under hydrologic, meteorologic, and nutrient 
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loading conditions which are relatively stable and not far from 

average. One primary consequence is that lake models which rely 

upon measured lake concentrations or retention coefficient values, 

such as Dillon's model , have more demanding data requirements 

than those which rely upon estimates of inlet fluxes alone. The 

data requirements are more demanding both with regard to the number 

of stations sampled and to the required length of the monitoring 

period. 

( 
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W 2*4 A Review of Lake Models 

Models which have been proposed for use in managing lake 

water quality can be characterized along various dimensions, 

including empirical versus theoretical, deterministic versus 

stochastic, stratified versus mixed, and dynamic versus steady-

state. There is a correspondingly complex array of assumptions, 

applicabilities, and data requirements. To facilitate discussion 

of existing models, they have been separated into two categories: 

"empirical" and "theoretical". Models which focus on nutrient 

concentrations, relying upon observed correlations between nutrient 

concentrations and eutrophic symptoms, have been included in the 

"empirical" group. The relatively complex systems models which 

attempt to directly predict lake response by simulating the various 

physical, chemical, and biological processes have been included in 

the "theoretical" group. Since the empirical-theoretical dimension 

is continuous, the distinct classification of the models is 

somewhat artificial and has been made only as a means of organizing 

the discussion. Generally, models of the former group have relatively 

low data requirements and are applicable to long-term management 

criteria, while models of the latter group require more data and 

are applicable to short-term, critical states, as well as long-term 

criteria. 

( 



A Review of Empirical Models 

93,95 16-18 
The models of Vollenweider and Dil lon are based 

upon empirical relationships among trophic s ta te s , phosphorus 

input r a t e s , and various morphometric or hydrologic variables . 

Derived on data from northern temperate lakes , these models 

are applicable to s teady-state , yearly-average conditions and 

focus on phosphorus as the l imiting nutrient . They rely heavily 

upon correlations between t o t a l phosphorus concentrations (mean 

annual or at spring overturn) and lake trophic s tate , or indi ­

cators thereof, such as mean midsummer chlorophyll-a concentrations. 

These models are characterized by their s implic i ty and r e l a t i v e 

ease of application. They have been posed in graphical form and 

require re la t ive ly l i t t l e data to implement. 

2 

The areal loading of to ta l phosphorus (g/m lake surface-

year) i s a c r i t i c a l variable in each of these models. Accordingly, 

the kinds of data and methods employed in the formulation of a 

lake's nutrient balance, as discussed previously (Section 2 . 3 ) , 

are particularly important to successful implementation. The 

models w i l l be discussed in the chronological order of the 

development, which also corresponds roughly to decreasing empiricism 

and increasing data requirements. 

93 
Vollenweider's f i r s t model" predicts trophic state as a 

2 
function of total phosphorus loading, L (g/m -yr) and mean 

depth, Z (m) (Figure 2.4-1). In developing this model, 
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Vollenweider plotted data from 18 lakes on log L versus log Z 

axes and drew two lines which roughly separated the three trophic 

states. Eutrophic lakes were generally located above a "dangerous" 

loading line, and oligotrophia lakes, below a "permissible" 

loading line. The slopes of these parallel lines are about 0.6, 

indicating that a doubling in mean depth would permit a 60% 

increase in loading without a change in trophic state. This is 

the first, simplest, and perhaps most widely cited of any general 

eutrophication model. 

95 
Vollenweider's second model was developed on an expanded 

data base of 31 lakes. It predicts trophic state as a function 

of phosphorus loading and surface overflow rate, the latter given 

by: 

QS - J - f (2.4-1) 

where 

QS = surface overflow rate (m/yr) 

3 
Q = mean annual outflow (m /yr) 

2 
A = lake surface area (m ) 

Z = mean depth (m) 

T = mean hydraulic residence time (yr) 
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1 A Review of Empirical Models (continued) 

This model, depicted in Figure 2.4-2, incorporates the notion 

that lake flushing rate, 1/T , in addition to mean depth, 

determine the response of a lake's trophic state to a given 

nutrient loading. The model is somewhat more theoretically-based 

than Vollenweider's earlier attempt, although the locations of 

the lines in Figure 2.4-2 were still empirically determined. 

The slopes of these lines are about 0.5, indicating that a 

doubling in surface overflow rate would permit a 50% increase 

in phosphorus loading without a change in trophic state. This 

model has been referred to extensively in the working papers 

of the EPA's National Eutrophication Survey" . 

Dillon has extended Vollenweider's second model by 

coupling it more closely with the phosphorus mass balance. 

He defined the retention coefficient, R , as the fraction of 

the influent phosphorus which is trapped in lake sediments, or, 

equivalently, the fraction which does not leave in the lake's 

outflow. According to mass balance equation, the retention 

coefficient is given by: 

±j CI 
(2.4-2) 
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2.4.1 A Review of Empirical Models (continued) 

where 

R = 

CO = 

CI = 

In Dillon's model (Figure 2.4-3), the lines delimiting trophic 

state correspond to solutions of the steady-state phosphorus 

balance equation for mean outlet concentrations of 0.01 and 

3 
0.02 g/m , respectively. In Figure 2.4-3, Dillon's original 

axes1, L(1-R)T versus Z , have been transformed to the 

equivalent form, L versus QS/(1-R) . This transformation 

isolates the design variable, L , on the y-axis and permits 

a more direct comparison with Vollenweider's models. 

In applying Dillon's model, the retention coefficient 

must be determined, in addition to L, Z, and T. For a given 

lake, R can be estimated from input/output measurements, or, 

if such are not available, from an empirical equation derived 

42 by Kirchner and Dillon , which allows estimation of R as a 

function of the surface overflow rate: 

retention coefficient 

3 
average outlet concentration (g/m ) 

3 
average inlet concentration (g/m ) 

( 

n A-ya -.271 QS _,_ _ -,„ -. 00949 OS 
= 0.426 e + 0.574 e 

(2.4-3) 



A Review of Empirical Models (continued) 

This equation had a correlation coefficient of 0.94 with data 

from fifteen oligotrophia and me so trophic lakes, primarily in 

southern Ontario. 

In using the model to estimate "dangerous" and "permissible 

loading levels, the assumption is made that R (or RD ) is 

independent of average inlet or average outlet concentrations. 

This is equivalent to assuming that phosphorus decays from the 

lake system in a first-order fashion. Such an assumption seems 

contrary to the saturation kinetics typically employed in 

modelling algal productivity as a function of phosphorus 

47 
concentration . These kinetics predict a zero-order dependence 

at high phosphorus concentrations, with a half-saturation param­

eter in the range of 0.01 g/m . Other, chemical or physical 

mechanisms for phosphorus removal (e.g., precipitation, floceu-

lation, and particulate settling) may exhibit first-order 

behavior, however. Time series, data on the response of the 

retention coefficient to a reduction or increase in phosphorus 

loading for a number of lakes would be helpful in clarifying 

this issue. Alternatively, if an empirical model for the 

retention coefficient (such as equation (3)) could be shown 

to have parameter values which are independent of concentration 

(or loading) , then the first-order assumption could be applied 

with increased confidence in predicting a lake's ultimate 

(steady-state) response to a reduction or increase in loading. 
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2.4.1 A Review of Empirical Models (continued) 

15 
Dillon has reviewed early attempts at simple, theoretically 

based input/output phosphorus models. The basic model of this 

94 
type was initially proposed by Vollenweider . This scheme repre­
sents a lake as a completely mixed reactor from which phosphorus 

is removed via a simple, first-order reaction. The steady-state 

solution for the average outlet ( = average lake) phosphorus 

concentration is given by: 

CO a H (2.4-4) 
QS + OZ v ' 

where 

a = effective first-order reaction 
coefficient for phosphorus removal 
(1/yr) 

Vollenweider found that a , the so-called "sedimentation 

coefficient", was generally not constant across the limited 

number of lakes for which data were available. He subsequently 

made a series of modifications to equation (4) to attempt to 

account for various inadequacies, in particular the completely-

mixed assumption '. 

( 

A host of more theoretically-based models of phosphorus 
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dynamics in lake's have grown out of the early attempts of 

Vollenweider. Complexities of various forms have been 

incorporated into equation (4), resulting in multi-box 

versions^ ' ' ' (epilimnion, hypolimnion, and/or sediment), 

63 78 
multi-component versions ' (dissolved P and particulate P), 

• eg gq *»g 

and non-s teady-s ta te vers ions ' ' , t he l a t t e r intended to 

simulate seasonal and/or long-term responses. The common 

factor in a l l of these models i s the e x p l i c i t considerat ion 

of phosphorus or forms thereof . This d i s t inguishes these 

models from the more complex dynamic ecosystem models, which 
explicitly consider other chemical and b io log ica l components 

10,20,21-24,72 { and are of ten b u i l t upon e labora te hydrodynamic models 

In a management context, however, the more empirical models of 

Vollenweider and Dillon have received the most a t t en t ion and 

app l ica t ion . 

( 



< 

2 .4 .2 A Review of Theoretical Models 

2 

Relatively complex systems models have also been proposed 

for use in managing lake water quality. Their theoretical 

bases, f l e x i b i l i t y , and a b i l i t y to handle spatial and temporal 

heterogeneities offer potent ial advantages over the r e l a t i v e l y 

simple models discussed above. In application, they can be 

used to make predictions which relate d irec t ly to short- or 

long-term water quality management c r i t e r i a . This permits 

straightforward comparisons of management strategies . Using 

simulation and sens i t i v i ty analysis techniques, these models 

can also be employed to invest igate the r e l a t i v e importance of 

various mechanisms in controll ing water qual i ty . Such r e s u l t s 

can be used, in turn, to suggest e f fect ive control s trateg ies 

The complexities of these models render them re la t ive ly 

d i f f i cu l t t o apply. Their data requirements are extensive and 

lack of suf f i c i ent data often severely l i m i t s effective and 

proper use. The elaborate spatial and temporal resolutions of 

these models are often not warranted in view of the natures of 

the data bases used for ver i f i ca t ion , parameter estimation, and 

for specif icat ion of boundary conditions. Typically, large 

numbers of parameters must be estimated, based upon observations 

of experimental systems or of the lakes themselves. Because 

some of the important processes are not well-understood 

theoret ica l ly , numerous structural assumptions are also required. 

The multi-dimensionality and inter-dependence of the structural 
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and parametric assumptions make i t d i f f i c u l t to assess potent ia l 

errors in model projections. Finally, in contrast to some of 

the simple models discussed in the previous section, special ized 

professionals and computers are required for successful imple­

mentation. 

Applications of these types of models can be grouped into 

two generaly categories: ecologically-oriented studies and 

water-quality-oriented studies . The former are characterized 

as r e l a t i v e l y fundamental, sc ient i f ic invest igations, whereas 

the l a t t e r pertain more direct ly to spec i f i c lakes and 

management problems and are more in the realm of engineering. 

The theoret ical components shared by these models have gradually 

evolved, based upon trial-and-error simulations and upon inde­

pendent experimental evidence gathered in laboratory microcosms 

or in_ s i t u . With regard to autotrophic communities, recent 

theoret ica l contributions have been made by Bannister ( l ight 

e f fec ts ) and Grenney e t a l . 3 0 (nutrient storage effects) . 

Lassiter 4 ' has conveniently summarized the functional forms 

frequently used in representing various chemical and b io log ica l 

processes in aquatic ecosystems. This work i s a useful reference 

in model building, although an analogous compilation of parameter 

estimates i s lacking. 

Ecological invest igations have focused on the structures 
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and interactions of the aquatic food chain29'49'64'76. The 

general goal of this type of work has been to determine to what 

extent the interactions between and within the various trophic 

levels can be simulated based upon current understanding of the 

individual processes and relationships comprising the system. 

In this work, qualitative agreement between observed and 

simulated behavior is generally sought, but direct, quantitative 

comparisons of observations and predictions are rare. Typically, 

the consequences of structural assumptions on the behavior of 

the systems of equations have been examined and used to generate 

76 
hypothesis concerning important controlling factors . An 

increased emphasis on multispecificity in these models has evolved. 

Simulating the seasonal succession of algal species as controlled 

by physical, predatory, and nutritional factors has been the 

49 29 64 
subject of works by Lehman et al.. and Grenney . "CLEAN" 

(Comprehensive Lake Ecosystem Analyzer) is a recent attempt at 

an elaborate ecosystem model, having grown out of the efforts of 

the International Biological Program. 

The coupling of ecosystem models with water quality models 

and their application in a management context have grown 

10 
principally out of the early work of Chen and Or lob and 

20 
Thomann ejt al. . The latter group has published modelling 

studies of the Sacramento River21 , Potomac Estuary23 , and the 

22 24 25 fi3 
Great Lakes ' ' ' , among others. The underlying structural 
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assumptions of these models have not changed much. Increasing 

emphasis has been placed upon an effective display of results 

24 
and sensitivity analysis . The work of Thomann et_ al. on 

Lake Ontario2'* is a good example of the effectiveness of sensi­

tivity analysis in studying the dynamics of these systems. A 

diagram of the control pathways typical of models of this sort 

is given in Figure 2.4-4. 

The evolution from single-specific to multi-specific 

representations of the algal community is an important advance 

in promoting realism and permitting more direct comparisons of 

model predictions with observed seasonal succession in algal 

6 46 66 67 70 
populations ' ' ' ' In a management view, the capability 

of differentiating among the various desirable and undesirable 

algal groups would been obvious benefit resulting from the develop-

70 

ment of multi-specific models. Scavia et: al. applied a one-

dimensional, single-specific model initially developed and cali­

brated for Lake Ontario to each of the Great Lakes. They found 

that it was necessary to "tune" two important parameters in order 

to achieve "acceptable" agreement between observed and predicted 

chlorophyll and nutrient levels in each of the lakes. One of 

the parameters was the half-saturation constant for algal growth 

on phosphorus; the other determined the effect of food concen­

tration on zooplankton growth rate. Since the Great Lakes 

roughly, span the path of a single lake through the trophic 
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c Figure 2.4-4 
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states in time, they concluded that a single-specific model 

with constant parameters would be inadequate to simulate the 

eutrophication or recovery of a given lake: 

"For an ecological model to be able to predict 
ecological changes occurring during eutrophication, 
it must include at least several compartments in 
each level of the food chain to allow natural 
selection to be simulated. In this way, "recal-
ibration" will take place automatically as succession 
and adaptation would in nature." 

In this view, multi-specific models will be necessary for 

application in predicting long-term responses to changes in 

nutrient loading. The resulting enhanced complexities would 

present no particular computational problem, but would multiply 

parameter estimation difficulties. 

This author was involved in monitoring and modelling 

studies carried out by Process Research, Inc., on the Charles 

River Basin ' ' . The goal of this work was to develop a 

model to predict the impact of various management programs 

upon swimming quality in this nine-mile-long impoundment. 

A diagram of the control pathways in the model is given in 

Figure 2.4-5. An analysis of existing and projected future 

conditions indicated that transparency and coliform bacteria 

levels were the two factors most severely limiting use of the 

basin waters for swimming. Due to the presence of relatively 



A Review of Theoretical Models (continued) 

high levels of background turbidity and color, l ight was an 

important environmental factor, controlling both algal growth 

ra tes and coliform decay ra tes . An examination of the algal 

population data indicated significant shifts in algal species 

and densities with river reach and season. These shifts 

correlated with surface-water sal ini ty changes induced by 

penetration of sea water upstream in the form of a sal t wedge. 

I t was necessary to include three algal types in the model in 

order to achieve adequate agreement between simulated and 

observed algae and transparency data. This i s another instance 

in which a single-specie model was found to be an inadequate 

representation of the algal population dynamics and the resul tant 

impact on water quality. 

In some applications, the essential aspects of the complex 

models can be summarized into relatively simple formulations, 

which retain realism, but require substantially less data and 

effort to apply. An example of such work i s that of Lorenzen 
54 55 and Mitchell ' , who developed a model for predicting the 

theoretical effects of a r t i f i c i a l destratif ication on algal 

production in lakes and impoundments. In t h i s effort, a 

general equation describing the rate of change of algal con­

centration in a lake was simplified in successive stages. 

Assuming that the lake was well-mixed above the thermocline, 

and that the primary term accounting for a lgal loss was 
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respiration, the growth equation was simplified to: 

-Q£ = uC - rC (2.4-5) 

where 

y = growth rate (1/day) 

r =• respiration rate (1/day) 

3 
C = algal concentration (g/m ) 

For eutrophic lakes, the effect of nutrient concentration on 

u was assumed to be negligible, and, accordingly, \i was con­

sidered to be a function only of available light. Respiration 

rate was assumed to be constant. Both p and r were to be 

evaluated at typical, mid-summer epilimnion temperatures. 

Employing traditional formulations for the effects of light 

intensity on p and for the effects of algal concentration 

on the light extinction coefficient in the water column, Lorenzen 

and Mitchell obtained an expression for the peak light-limited 

biomass per unit area by setting the integral of equation (5) 

over an averaging time period, AT , equal to zero and solving 

for CZ: 
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cTX z • ^ f F - fz ( 2-4-6> 

where/ 

P = i/JTln(AIo(t) + (l+AIQ(t)
2)2)dt (2.4-7) 

I (t) - I1"3* \ (1 + cos ̂ ) , -X/2 < t < X/2 (2.4-8) 

= 0 , otherwise 

e = a + 6 C^3* (2.4-9) 

C_ = l i g h t - l i m i t e d bioniass (g/m ) 
L 

Z = mixed depth (m) 

p = maximum growth rate (1/day) 

0 = incremental light extinction 
coefficient due to algae (m2/g) 

a = background light extinction 
coefficient (m~*0 

E = total extinction coefficient (m-!) 

F = light/depth integral (dimensionless) 

\ •= day length (hrs) 

AT = time interval for averaging (>. 24) (hrs) 

I = surface light intensity at noon (lux) o 

I (t) = surface light intensity at time of 
° day t (lux) 

t = time of day, plus or minus from solar 
noon (hrs) 

A = parameter describing the effect of _^ 
light intensity on algal growth rate (lux ) 
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It was further assumed that the peak nutrient-limited biomass 

was given by a concentration cjjj^g/m ) , which depended upon 

the availability of nutrients in the system. The value of X 

could be estimated from: 

cmax = N /y (2.4-10) 

N ° 

where 

N = limiting nutrient concentration at 
beginning of summer s trat i f i cat ion 
period (g/m^) 

y = nutrient content of algal biomass 
(g-nutrient/g-biomass) 

This essent ia l ly treats the lake as a batch reactor, 

ignoring any e f fec ts of nutrient inflow or outflow 

between the times of spring overturn and peak biomass. 

For some typical parameters values, Lorenzen and Mitchell 

summarized the results in graphical form by plott ing peak 

nutrient-limited and l ight- l imited biomass against depth 

(Figure 2 .4-6) . The nutrient-limited l ine has a positive 

slope, while the l ight- l imited l ine has a negative one. Peak 
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Figure 2 .4 -6 

Effect o f Mixed Depth upon Biomass 
Po ten t ia l According t o Lorenzen and M i t c h e l l 54 



A Review of Theoretical Models (continued) 

biomass would be restricted to the region below both of these 

lines. Accordingly, biomass would be nutrient limited if the 

mixed depth were less than the Z value corresponding to the 

intersection of the two lines, and light-limited, otherwise. 

These results were used to explain observed variations 

in the response of lakes to artificial mixing, which was 

assumed to effectively increase mixed depth. The model 

predicted that nutrient-limited lake's would show increases 

in peak biomass as a result of mixing, whereas light-limited 

lakes would show decreases. This was suggested as a theoretical 

basis for estimating whether or not mixing would be beneficial 

to a given lake. 

A difficulty in applying this model is that associated 

with the estimation of the various parameters and in evaluating 

the light/depth integral, P , which had to be done numerically. 

81 79 
To simplify the latter, Sykes employed Steele's formulation 

for algal growth rate as a function of light intensity: 

( 1 Kz>t)) 

" = ^ - v X ( T > t } e ^ (2.4-11) 
max Ig 

where 

I = saturation light intensity, 
characteristic of algae (lux) 



A Review of Theoret ica l Models (continued) 

In tegra t ion of t h i s expression over mixed depth , Z , and 

incorporation i n t o the Lorenzen-Mitchell model gave the 

following expression for the l igh t /dep th i n t e g r a l : 

*o(t) - e z £o 
F . 1 ^ 8 jAT ( e " I s e _ e - I S ) dfc ( 2 > 4 _ 1 2 ) 

For parameter values over a reasonably wide range, Sykes 

demonstrated that the first term in the integral was essentially 

equal to one, while the second term equalled one during the 

night and averaged near zero during the day. Thus, for a 24-hour 

period and daylength A , the integral can be evaluated as: 

^—^- [(1-0) A + (1-1) (24- A)] 

(2.4-13) 
2.718 A 

24 

Sykes neglected t o include the daylength f a c t o r , A/24 , i n 

h i s r e s u l t . Despite t h i s overs ight , he made a subs tan t i a l 

contr ibut ion by grea t ly simplifying the evaluat ion of the 

l igh t /dep th i n t e g r a l term in the Lorenzen-Mitchell model. 
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With th i s simplification/ according to equations (6) and 

(13), application of the model can be made with estimates of 

the following parameters: y / r , a , 0 , N , y , and 
ZUcl3C O 

X . Literature values for u /r are generally in the range 
max 

22,24 2
 5 4 

of 1 0 - 2 0 , H ranges from 0.2 to 0.4 m / g , and a from 0.1 t o 
-1 5 4 

> 1 m . The f i r s t two are fundamental characterist ics of 

the algae and would not be expected to vary much from lake-to-

lake. The l a s t parameter, a , i s more lake-spec i f ic . 

Further simplif ication of the parameter estimation problems 

for a given lake might be f a c i l i t a t e d with the use of Secchi d i s c 

observations. A number of investigators ' have shown that the 

Secchi depth i s inversely re lated to the ext inct ion coeff ic ient 

in the water column: 

Zg e = k (2.4-14) 

where 

5S = Secchi depth (m) 

e = extinction coefficient (m ) 

k = dimensionless parameter 

( 
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2 . 4 . 2 A Review of Theore t i ca l Models (continued) 

36 Holmes has shown that the v a l u e of k i s approximately 1 . 4 4 . 

Combining t h i s equation with equat ion (9) : 

i = a + BC (2.4-15) 
Z_ k 

It is assumed that Secchi depth observations are available over 

the course of a year, and that a , the residual, or non-algal 

portion of the optical density is independent of season. The 

maximum Secchi depth would be observed when algal biomass is 

at an insignificant level. Accordingly: 

x _ £ 
zmax k 
s 

(2.4-16) 

a = - £ — = ^ i (2.4-17) 
_max „max 
s s 

Likewise, dur ing peak a l g a l biomass periods , t h e Secchi depth 

would be a t a mimimum: 

acT* 1 l max i •—L /„ A ,„» 
-—• = f a + PC, ) = —=— + —— ( 2 . 4 - 1 8 ) 
,min k MVL • „max . Z"— " Z e 

s s 
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2.4.2 A Review of Theoretical Models (continued) 

If the peak biomass is not nutrient-limited, equations (6), (13), 

and (10) can be combined to give: 

(2.4-19) 

u 
max 
r 

1 
zmin 

s 

z 
k F Z m i n 

s 

1 V 
x, max 
k *Z 

12 .71 Z 

x z m i n 

s 

(2.4-20) 

Thus, this scheme permits application of the Lorenzen-Mitchell 

model with knowledge of the maximum and minimum Secchi depths, 

spring nutrient concentration (NQ) , daylength (X) , and the 

stoichiometric parameters 3 and y . The first four are 

directly observable. The last two are fundamental characteristics 

of algae and would not be expected to vary much from lake to lake. 

u /r is also a fundamental parameter, and agreement between 

the predictions of equation (20) and the literature range of 10 

to 20 could be viewed as a partial verification of this approach. 

For Onondaga Lake, New York, for example, equation (20) has been 

evaluated from mixed depth (Z=7.2m) and Secchi observations 

( Z = 0.5 m) to yield a value of 12.1 for \s /r , within 

the range of reported values. Similarly, for this lake a value 

of 0.58 for a has been estimated from equation (17), based 

upon an observed maximum Secchi depth of 2.5 m. Application 
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2.4.2 A Review of Theoretical Models (continued) 

of this scheme to Onondaga Lake will be discussed further in 

Chapter 3.. The above is intended as a demonstration of how 

simplification of the general questions describing algal dynamics 

can yield model formulations which have realism and which are 

relatively easily applied to address specific problems. 

2.5 Analysis of Empirical Approaches 

The relatively widespread application of the models of 

93 95 16 17 
Vollenweider ' and of Dillon ' for predicting lake trophic 

state has resulted primarily from their attractive simplicity, 

relatively low data requirements, and initial successes. A 

valid criticism of these models is that they have been derived 

from generally small and somewhat restrictive data bases. This 

has occurred more out of necessity than out of choice, because 

of the limited availability of data. The empirical nature of 

these models leads to questions about their validity in lake 

systems other than those from which they have been derived. 

While they are all based upon the sound concept that nutrients, 

in particular, phosphorus, partially control rates of eutrophi-

cation, the parameter estimates, i.e. (the slopes and intercepts 

of 1 ue "permissible" and "dangerous" loading lines) have been 

empirically, even subjectively determined and may not be 

appropriate for other lakes. Increased availability of data 

on lakes from wider geographic, morphometric, and trophic ranges 

has facilitated systematic evaluation of these schemes. 



Lake Data Base Description 

In order to provide a basis for evaluating and comparing 

these models, data from 105 northern temperate lakes have been 

compiled (Table 2.5-1). The 1972 sampling of the National 

86 
Eutrophication Survey has served as the primary data source. 

The lakes in this group are located primarily in Minnesota, 

Michigan, Wisconsin, Maine, New Hampshire, Vermont, and New 

68 
York. These data have been screened by Reckhow' to eliminate 

lakes with acknowledged gross uncertainties in their measured 

or calculated nutrient or hydrologic budgets. A discussion of 

the limitations and errors likely to characterize the nutrient 

budgets estimated for the NES lakes has been presented previously. 

These data have been supplemented with lake data from the general 

18,39,78,93 
literature . The only restriction placed on the selection 

of the data base was that all lakes have mean depths greater than 

one meter. 

Overall, the data set consistsof 22 oliogotrophic, 23 

mesotrophic, and 60 eutrophic lakes. The classifications have 

been based upon subjective evaluations of such indicator 

variables as transparency, chlorophyll, and hypolimnetic 

dissolved oxygen. Nutrient-data should not have contributed 

directly to these classifications, so that valid evaluations 

can be made of models predicting trophic state as functions of 

morphometric, hydrologic, and nutritional factors. 



Table 2.5-1 

Tabulation of Lake Data 

LAKE. 

SARATOGA 
SACAtiANOAGA 
IUUKA 
LOWER ST REGIS 
dFUSS 
CUNfcSUS 
CAYUGA 
CARRY FALLS 
CANNONS FERRY 
CANANOAIGUA 
kANOfcLtV 
LONG 
MATTAMA1KEAG 
CLYDE 
L A H O I L L L 

AMXUMHEAD HT 
HAUKBUKY 
HIHNcPbSAUKEE 
ALTOONA 
EAU CLAIRE 
GfcANU 
S T N I S S I P P I 
TUMULIHb 
WULUri A 
BUTTERNUT 
HkGAWICKA. 
TAINIER. 
W13S0TA 
ALBtRT-LEA 
NC UUADE 
P t L I L A N 
SILVER 
AtlDhUSIA 
CASS 
C UK A TO 
NEST 
WOLF 
BEMIDGI 
UUFFALU 
ESTFS 
PUYOGUtJ 
UISCCNSIN 
CLEARWATER 
LEfcCH 
ALLcbAtI 
FORO 
Ml 1.1,1 U i 
L I N l . IMICHIGANI 
IIJUWlTo.l 
STRAHBtkRY 
THKLNAPPLe 
WHlTc 
•WS5 

S AREA 
K H i " " 

1 . 0 0 
7 . 4 5 
2 . 8 9 
0 . 1 1 
6 . 5 4 • 
0 . 7 9 

1 0 . 5 0 
1 .S9 
1 . 1 9 
2 . 6 2 

2 4 . 2 8 
2 4 . 2 8 
1 3 . 3 5 

0 . 5 7 
0 . 6 2 
3 . 3 4 
3 . 6 0 

1 8 0 . 4 4 
3 . 4 0 
4 . 5 2 
0 . 9 5 
9 . 3 1 
0 . 6 1 

2 0 . 7 8 
. 4 . C 7 

4 . 1 5 
6 . 8 5 

2 1 . 9 7 
9 . 9 3 
0 . 6 6 

4 4 . 2 9 
1 . 7 1 
6 . 1 1 

6 3 . 1 2 
2 . 2 0 
3 . 8 2 
4 . 2 5 

2 5 . 9 8 
6 . 1 1 
1 . 5 7 

4 4 . 4 8 
3 6 . 0 2 
1 2 . 8 8 

4 5 3 . 3 0 
6 . 4 2 
4 . 2 5 

3 8 . 8 5 
0 . 8 5 

8 1 . 1 6 
I . OH 
1 . 6 6 

1 0 . 4 1 
1 . 1 9 

D AREA 
KHZ 

6 3 2 . 
2 5 8 3 . 

4 2 4 . 
5 3 . 

8 0 2 5 . 
1 6 8 . 

1 8 6 2 . 
2 2 6 2 . 
1 1 5 7 . 

4 3 4 . 
2 5 6 . 
2 3 4 . 
8 1 3 . 
3 6 3 . 
6 9 4 . 

1 8 1 6 . 
2 9 0 . 
9 4 0 . 

2 1 0 8 . 
1 5 4 1 . 

2 5 3 . 
9 8 7 . 

1 2 . 
8 4 7 . 
1 1 9 . 
1 1 6 . 

4 3 5 1 . 
1 4 3 7 5 . 

3 8 2 . 
6 4 . 

1 7 9 . 
6 . 

1 8 9 6 . 
2 9 2 7 . 

1 1 7 . 
3 1 9 . 

1 7 7 2 . 
1 6 3 2 . 

1 1 6 . 
2 7 2 . 

1 3 1 0 1 . 
2 3 1 8 1 . 

4 5 1 . 
2 6 9 4 . 

3 9 9 . 
2 1 0 8 . 

1 2 7 . 
8 4 . 

4 9 4 . 
9 1 4 . 
9 3 0 . 

nos. 
1 2 6 1 . 

z 
M 

7 . 9 4 
7 . 5 9 

2 2 . 6 0 
5 . 1 0 
5 . 5 0 
8 . 9 0 

5 4 . 5 0 
5 . 4 0 

1 9 . 2 0 
3 9 . 0 0 
1 4 . 3 3 
1 3 . 4 1 

3 . 6 6 
3 . 3 5 
1 . 6 8 
3 . 1 4 

1 2 . 6 8 
1 3 . 1 1 

2 . 1 3 
2 . 2 6 
1 . 2 2 
1 . 4 0 
3 . 7 8 
4 . 5 7 
4 . 2 4 
9 . 9 1 
4 . 0 5 
8 . 8 1 
1 . 0 7 
2 . 7 4 
2 . 4 1 
1 . 2 2 
7 . 9 2 
7 . 6 2 
7 . 6 2 
4 . 5 7 
8 . 5 3 
9 . 7 5 
4 . 4 2 
3 . 0 5 

• 2 . 1 3 
1 . 8 3 
5 . 1 8 
4 . 7 2 
3 . 3 5 
4 . 3 6 

1 4 . 9 4 
5 . 1 * 
2 . 3 2 
6 . 7 4 
4 . 2 4 
6 . 8 6 
1 . 5 2 

T 
YRS 

0 . 4 1 1 
0 . 4 5 5 
7 . 8 1 3 
0 . 3 0 1 

OS L 
H / I R G/M2-YR 

1 9 . 2 9 5 
1 6 . 7 0 0 

2 . 8 9 3 
1 6 . 9 3 2 

0 . 0 1 9 2 8 6 . 4 5 8 
1 . 7 0 1 5 . 2 3 3 

1 1 . 2 3 6 
0 . 1 0 4 
0 . 5 7 5 

1 4 . 9 2 5 
2 . 8 0 0 
3 . 2 0 0 
0 . 1 1 5 
0 . 0 1 0 

4 . 8 5 0 
5 1 . 3 2 3 
3 3 . 4 0 9 

2 . 6 1 3 
5 . 1 1 8 
4 . 1 9 1 

3 1 . 8 2 6 
3 3 5 . 0 0 0 

0 . 0 0 3 5 0 0 . 0 0 0 
0 . 0 1 0 3 1 4 . 0 0 0 
0 . 2 2 7 
4 . 0 0 0 
0 . 0 1 4 
0 . 0 2 7 
0 . 0 3 0 
0 . 0 9 0 
0 . 6 9 3 
0 . 3 2 6 . 
0 . 4 0 0 
1 . 5 0 0 

5 5 . 8 5 9 
3 . 2 7 7 

1 5 2 . 1 4 3 
8 3 . 7 0 4 
4 0 . 6 6 7 
1 5 . 5 5 6 

5 . 4 5 5 
1 4 . 0 1 8 
1 0 . 6 0 0 

6 . 6 0 7 
0 . 0 2 7 1 5 0 . 0 0 0 
0 . 0 4 6 1 9 1 . 5 2 2 
0 . 2 0 0 
0 . 1 5 6 
3 . 3 0 0 

_.?T3<»0 
0 . 1 3 0 
0 , 8 5 8 
1 . 1 0 0 
0 . 5 2 1 
0 . 1 0 1 
0 . 7 3 4 
1 . 4 0 0 
0 . 0 3 0 
0 . 0 3 6 
0 . 0 1 1 
1 . 4 0 0 
5 . 2 0 0 
0 . 0 1 9 
0 . 0 * 1 

1 5 . 6 0 0 
0 . 0 3 5 
1 . 3 0 0 
0 . 0 3 6 
0 . 0 3 9 
0 . 1 5 3 
0 . 0 0 5 

5 . 3 5 0 
1 7 . 5 6 4 

0 . 7 3 0 
0 . 5 3 0 

6 0 . 9 2 3 
8 . 8 8 1 
6 . 9 2 7 

* 8 . 7 7 2 
8 4 . 4 5 5 
1 3 . 2 8 3 

3 . 1 5 7 
1 0 1 . 6 6 7 

5 9 . 1 6 7 
1 6 6 . 3 6 4 

3 . 7 0 0 
0 . 9 0 8 

1 7 6 . 3 1 6 
1 0 6 . 3 4 1 

0 .9SB 
6 0 . 9 4 1 

1 .782 
1 8 9 . 2 6 4 
1 4 0 . 7 9 1 
4 4 . 7 1 8 

2 7 7 . 1 6 4 

1 . 6 0 0 
0 . 1 8 0 
0 . 0 4 5 
0 . 4 0 0 

3 3 . 5 0 0 
0 . 3 8 0 
0 . 5 4 0 
0 . 7 2 0 
4 . 2 6 0 
0 . 1 2 0 
0 . 0 9 0 
0 . 1 2 0 
0 . 6 0 0 
8 . 3 2 0 

2 5 . 2 1 0 
1 1 . 2 6 0 

1 . 3 4 0 
0 . 1 1 0 

1 9 . 9 1 0 
9 . 0 4 0 
8 . 5 7 0 
6 . 3 5 0 
1 . 4 0 0 
0 . 4 7 0 
0 . 6 4 0 -
1 . 3 3 0 

2 0 . 3 0 0 
8 . 8 7 0 
6 . 3 1 0 
1 . 2 0 0 
0 * 0 6 0 
0 . 5 8 0 
4 . 0 2 0 

, 0 . 3 2 6 
2 . 6 0 0 
0 . 8 0 0 
6 . 4 3 0 
0 . 4 4 0 
1 . 4 0 0 
9 . 6 3 0 
5 . 5 5 0 

1 5 . 2 1 0 
0 . 6 7 0 
0 . 0 4 0 

3 1 . 4 0 0 
1 6 . 1 7 0 

0 . 0 3 0 
4 . 6 2 0 
O.OaO 
9 . 1 9 0 
o . 2 ' 0 
1 . 9 8 0 

1 7 . 0 2 0 

R 

— 
O . 5 3 0 
0 . 2 5 0 
0 . 5 5 6 
0 . 1 1 1 
0 . 2 2 6 
0 . 5 6 0 
0 . 5 7 0 
0 . 2 8 0 
0 . 7 1 0 
0 . 7 2 0 
0 . 4 4 0 
0 . 5 8 0 
0 . 3 2 0 
0 . 1 SO 
0 . 2 0 0 
0 . 2 7 0 
0 . 2 4 0 
0 . 7 3 0 

- 0 . 0 8 0 
- 0 . 0 2 0 

0 . 1 6 0 
0 . 0 1 0 
0 . 4 7 0 
0 . 1 1 0 
0 . 0 3 0 
0 . 5 6 0 . 
0 . 1 2 0 
0 . 1 5 0 
0 . 2 9 0 
0 . 2 9 0 
0 . 5 0 0 
0 . 3 2 0 
0 . 3 7 0 
0 . 6 0 0 
0 . 4 4 0 
0 . 5 6 0 
0 . 1 2 0 
0 . 3 6 0 
0 . 5 4 0 
0 . 0 5 0 
0 . 0 3 0 
0 . 0 5 0 
0 . 7 8 0 
0 . 5 0 0 
0 . 2 4 0 
0 . 1 9 0 
0 . 6 7 0 
0 . 0 9 0 
0 . 5 0 0 
0 . 2 2 1 
0 . 2 1 0 
U . 2 2 2 
0 . 1 4 4 

C I 
G/H3 

0 . 0 8 2 9 
0 . 0 1 0 8 
0 . 0 1 5 6 
0 . 0 2 3 6 
0 . 1 1 6 9 
0 . 0 7 2 6 
0 . 1 1 1 3 
0 . 0 1 3 9 
0 . 1 2 7 5 
0 . 0 4 5 9 
0.6176 
0 . 0 2 8 6 
0 . 0 1 8 9 
0 . 0 2 4 8 ' 
0 . 0 4 5 0 
0 . 0 3 5 9 
0 . 0 2 4 0 
0 . 0 3 3 6 
0 . 1 3 0 9 
0 . 1 0 8 0 
0 . 2 1 0 7 ' 
0 . 4 0 8 2 
0 . 2 5 6 7 
0 . 0 3 3 5 
0 . 0 6 0 4 
0 . 2 0 1 3 
0 . 1 3 S 3 

_ 0 . 0 4 6 3 
1 . 1 7 9 4 
0 . 0 6 8 3 
0 . 0 8 2 2 
1 . 0 9 3 4 
0 . 0 6 6 0 
0 . 0 3 6 7 
0 . 3 7 5 3 
0 . 0 9 1 2 
0 . 0 7 6 1 
0 . 0 3 3 1 
0 . 4 4 3 4 
0 . 0 9 4 7 
0 . 0 9 3 8 
0 . 0 9 1 4 
0 . 1 8 1 1 
0 . 0 4 4 1 
0 . 1 7 8 1 
0 . 1 5 2 1 
0 . 0 3 1 3 
0 . 0 7 5 9 
0 . 0 3 3 7 
0 . 0 4 8 6 
0 . 0 6 5 6 
0 . 0 4 4 3 
0 . 0 6 1 4 

CO 7R0PHIC 
G/H3 

0 . 0 3 9 0 
0 . 0 0 8 1 
0 . 0 0 6 9 
0 . 0 2 1 0 
0 . 0 9 0 5 
0 . 0 3 2 0 
0 . 0 4 7 9 
0 . 0 1 0 0 
0 . 0 3 7 0 
0 . 0 1 2 9 
0 . 0 0 9 8 
0 . 0 1 2 0 
0 . 0 1 2 8 
0 . 0 2 1 1 
0 . 0 3 6 0 
0 . 0 2 6 2 
0 . 0 1 8 2 
0 . 0 0 9 1 
0 . 1 4 1 3 . 
0 . 1 1 0 2 
0 . 1 7 7 0 
0 . 4 C 4 1 
0 . 1 3 6 0 

. 0 . 0 2 9 8 . 
0 . 0 5 8 6 
0 . 0 8 8 6 . 
0 . 1 1 9 1 
0 . 0 3 9 4 _ 
0 . 8 3 7 4 
0 . 0 4 8 5 
0 . 0 4 1 1 
0 . 7 4 3 5 
0 . 0 4 1 6 

0 . 2 1 0 2 
0 . 0 4 0 1 
0 . 0 6 7 0 
0 . 0 2 1 2 
0 . 2 0 4 0 
0 . 0 9 0 0 
0 . 0 9 1 0 
0 . 0 8 6 9 
0 . 0 3 9 8 
0 . 0 2 2 0 
0 . 1 3 5 3 
0 . 1 2 3 2 
0 . 0 1 0 3 
0 . 0 6 9 0 
0 . 0 1 6 8 
0 . 0 3 7 8 
0 . 0 5 1 8 
0 . 0 3 4 4 
0 . 0 5 2 6 

STATE 

E 
H 
M 
F 
E 
E 
H 
N 
E 

. 0 
0 
0 
H 
N 
E 
6 

. M 

o-
E 
E 
E 
E 
E 
n 
E 
E 
E 
* 
E 

' E 

n 
E 
H 
E 
E 
E 
E 
E 
E 
E 
E 
E 
H 
E 
E 
0 
E 
H 
E 
E 
E 
E 



Table 2.5-1 (continued) 

LAKe 

SLATER3V1LLE 
S£6sr.u 
dAT Ur •NAPLES 
rtOOSFHtAO 
LLNo 
CHARLEVOIX 
BLALKHOUF 
CRYSTAL 
CHEMUNG 
HARRINAN RES 
POWDfc* MILL 
KELLY'S FALLS 
GLEN 
ST CP.OIX 
MEMPHREMAGOG 
WAGOHGA 
TRUUT 
CLEAR 
cKIE 
ONTARIO 
SUPERIOR 
MICHIGAN 
127 
OKAHAGAM 
SKAHA 
KALAMUKA 
WOOD 
XF.UOHA 
W4UUESA 
KeGuNSA 
TAHOE 
AEGERISEE 
TURLERSeE 
HALLWILnRSEE 
BUUEhSEc-OBeRSEF 
PFAFFIKERSEE 
2URICHSEE 
GREIFEHStE 
BALUELGERSEE 
NORHVIKcN 
ScrtPACHERSEE 
CAMERON 
FOUS-HILE 
BOB 
12-MILE-BOSHKUNG 
HALLS 
UcECH 
MAPLE 
PINE 
CRANBERRY 
EAGLE-MOOSE 
OBLUHG-HALBURTCN 

• 

S AREA 
KH2 

0.84 
116.49 
30.85 

303.22 
19.71 
69.88 0.74 
2.93 
1.Z6 
8.84 
1.51 
0.52 
0 .61 

33.24 
94.62 

6 .54 
. 7.65 

~ 

-

mm 

^_ 
"̂" 

— 

— 

^ 

^^ 

12.72 
7 .73 
2 .27 

11.65 
5.32 
1.36 
3 .32 
1.06 
0 .69 
5 .15 

11.03 

D AREA 
KM2 

232. 
1026. 

305 . 
2977. 

299 . 
785 . 

2 1 . 
15 . 
14. 

478 . 
373. 
565. 
523. 

19919. 
1686. 

6 6 . 
4 2 . 

~~ 

^^. 
~ 

.., 

— 

— 

^̂  

"Z. 

z 
wm_ 

m 

3250*. 
45 . 
29 . 

933 . 
270. 
515. 
502. 
285. 
269 . 
2 5 1 . 
143. 

Z 
N 

2.44 
30.79 

4 .27 
16.46 
10.37 
16.77 

4 .42 
4 .24 
8.63 

10.37 
2.47 
2.26 
3.35 
8.78 

15.55 
1.28 

15.24 
12.50 
18.00 
84.00 

148.00 
84.00 

4 .40 
75.30 
26.50 

_ 58.00 
21 .00 

7.80 
4 .80 
4 .60 

303.00 
49.00 
14.00 
28.00 

100.00 
18.00 
50.00 
19.00 
34 .00 

5.40 
46 .00 

7.10 
9 .30 

18.00 
18.10 
27.20 

9.80 
11.60 

7.40 
3.50 

12.80 
17.70 

T OS L 
VRS M/VR G/H2-VR 

0.014 178.029 
5.430 5.702 
0 .071 ' 59.948 
3 .000 5.488 
1.200 8.638 
3.200 5.240 
0 .704 6.279 
3.30O 1.284 
4 .200 2.054 
0.214 48.507 
0.018 l i s . 7 3 6 
0.004 550.268 
G.OOB 408.988 
0.063 139.373 
1.700 9.146 
1.400 0.914 

17.400 0.876 
7.692 1.625 
2.500 7.200 
6 .579 12.768 

188.679 0.784 
3 U 2 5 0 2.688 

4.202 1.047 
58.824 1 .280. 

1.124 23.585 
1 1 1 . I l l 0.522 
108.696 0*193 

1.200 6.497 
0 .300 15.984 
0.350 13.154 

714.286 0.424 
8.696 5.635 
2 .151 6.510 
3 .846 7.280 
4.878 20.500 
2.S97 6.930 
1.471 34.000 
2 .041 9.310 
4 .545 7.480 
0 .571 9.450 

16.949 2*714 
0.063 112.698 
4 .310 2.158 
3 .020 5.960 
0.480 37.708 
1.120 24.286 
0 .052 188.462 
0.148 78.378 
0.058 127.586 
0.017 205.882 
0 . 5 2 1 . 24.568 
2.600 6.408 

5.610 
0.080 
0.520 
0.080 
0.140 
0.120 
1.Z20 
0 .070 
0.220 
0.880 

' 3 .250' 
28.810 
13.130 

8.890 
0.500 
4 .000 
0.372 
0.040 
l.OoO 
0.650 
0.030 
0.229 
0.340 
0.390 
2.200 
0.320 
0 .500 
2.140 
9.930 
6.670 
0.042 
0.160 
0.300 
0.550 
1.100 
1.360 
1.320 
1.565 
1.750 
4.030 
,0.770 
T.960 
0.108 
0.157 
0.330 
O.Z05 
1.520 
0.830 
1.055 
1.3C0 
0.225 
0.124 

R 
— 

0.168 
0.500 
0.192 
0.375 
0.500 
0.667 
0.844 
0.714 
0.636 
0.170 
0.099 
0.327 
0.318 
0.326 
0.420 
0.570 
0.920 
0.800 
0.840 
0.780 
0.900 
0.900 
0.890 
0.950 
0.650 
0.900 
0.900 
0.T10 
0 .0 
0*.090 
0.930 
0.680 
0.800 
0.360 
0.650 
0.770 
0.250 
0*620 
0.610 
0.490 
0.940 
0.340 
0.830 
0.730 
0.360 
0.530 
0.060 
0.320 
0.020 

- 0 . 0 * 0 
0.320 
0.720 

Ct 
G/M3 

0.0315 
0.0140 
0.0087 
0.0146 
0.0162 
0.0229 
0.1943 
0.0545 
0.1071 
0.0181 
0.0234 
0.0524 
0.0321 
0.0638 
0.0547 
4.3750 
0.4247 
0.0246 
0.1472 
0.0509 
0.03BZ 
0.0852 
0.3247 
0.3047 
0.0933 
0.6130 
2.5880 
0.3294 
0.6212 
0.5071 
0.0990 
0.0284 
0.0461 
0.0756 
0.0537 
0.1962 
0.0388 
0.1681 
0.2340 
0.4264 
0.2837 
0.0174 
0.0501 
0.0263 
0.0088 
0.0084 
0.0081 
0.0106 
0.0OB3 
0.0063 
0.0092 
0.0182 

CQ TROPH 
G/M3 STA 

0.0262 
0.-0070 
0*0070 
0.0091 
0.0081 
0.0076 . 
0.0303 
0.0156 
0.0389 
0.0150 
0.0211 
0.0352 
0.0219 
0.0430 
0.0317 
1.8812 
0.0340 
0.0049 
0.0236 
0.0112 
0.0038 
o.oqss - - . 
0*0357 
O.OH2 _ _ 
0.0326 
0.0613 
0.2588 
0.0955 
0.6212 
0.4614 
0.0069 
0.0091 
0.0092 

.0.0484 
0.0188 
0.0451 
0.0291 
0.0639 
0.0912 
0.2175 , 
0.0170 
0.0115 
0.0085 
0.0071 
0.0056 
0.0040 
0.0076 
0.0072 
0.0081 
0.0066 
0.0062 
0.0051 

' 

• 

i 1 
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2.5.1 Lake Data Base Description (continued) 

As an initial step in the analysis, the statistical distri­

butions of the variables in Table 2.5-1 were examined. It was 

evident that a logarithmic transformation was appropriate to 

promote symmetry in the distributions in all of the variables 

except R , the retention coefficient. Histograms of the trans­

formed data, stratified by trophic state, were generated using 

26 
the BMDP7D computer program , which also computed gross and 

within-group means, standard deviations, and ranges, as well 

as analyses of variance to test the statistical significance 

of variations across groups. Table 2.5-2 identifies the 

variables examined and displays the results. 

The summary F table indicates that there were significant 

differences across groups for all variables, with significance 

levels ranging from greater than 99.99% for L , CI , CO , and 

L/Z to 93.02% for R . The highest F level observed was 66.2, 

in the case of the average outlet concentration, CO. Trophic 

states were most highly stratified, or, equivalently, most dis­

tinctly classified, on this variable. This is consistent with 

Dillon's model. The stratification with respect to depth is 

consistent with Vollenweider's first model, i.e., on the average, 

eutrophic lakes were shallower. However, the stratification with 

respect to surface overflow rate, QS , is contrary to Vollenweider's 

second model, which predicts that higher surface overflow rates 

should be associated with oligotrophic lakes. Because of 



Table 2.5-2 

Identification of Variables and Analyses of Variance Across Trophic Group 

Transfer- F _ Prob 
Variable 

1 

2 

3 

4 

5 

6 

7 

8 

Z 

T 

QS 

L 

L/Z 

CI 

CO 

R 

mean depth 

hydraulic residence time 

surface overflow rate 

phosphorus loading per unit area 

phosphorus loading per unit volume 

average inlet phosphorus concentration 

average outlet phosphorus concentration 

phosphorus retention coefficient 

Units 

(m) 

(yr) 

(m/yr) 

(g/m -yr) 

(g/m -yr) 

(g/m3) 

(g/m3) 

-

nation 

logio 

1O910 

logio 

logio 

logio 

logio 

logio 

-

Statistic* 

10.51 

7.82 

3.35 

52.90 

43.44 

37.84 

66.21 

2.73 

Exce 

.000 

.000 

.039 

<.00 

<..00 

•e.00 

<.00 

.06 

a - degrees of freedom = 2,102 
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t 
Table 2.5-2 (continued) 

A -
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Table 2 .5-2 (continued) 

C - Mean Hvdrau l ic 
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c Table 2.5-2 (continued) 

E - Phosphorus Loading Per Uni t Volume 
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OLIG N I I O EUTR 
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Table 2.5-2 (continued) 

• 

G - Average 
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Lake Data Base Description (continued) 

intercorrelations among these variables, this univariate analysis 

should be viewed only as a preliminary description of the data, 

and not as a basis for evaluating models. 

In order to further characterize the data, the product-

moment correlation matrix of the variables is presented in 

Table 2.5-3. A high degree of association among the variables 

is indicated. Accordingly, a univariate or bivariate analysis 

would be virtually meaningless in establishing cause-effect 

26 
relationships. Using the BMDP2R program , stepwise linear 

regressions were performed to determine the proportion of the 

variance of each variable which could be explained by those 

remaining. In this analysis, the variables were grouped into 

two categories: "independent" and "dependent". Trophic state, 

outlet concentration, and retention coefficient were included 

in the latter because they are viewed as response variables, 

whose values depend upon the lake's nutrient dynamics. Only 

"independent" variables were allowed to enter into the regression 

analyses, subject to significance and tolerance constraints. Table 

2.5-3 shows that between 55 and 87% of the variance in the inde­

pendent variables could be explained. A linear model including 

T , L , and CI could explain 90% of the variance in the outlet 

concentration data. Of the three linearly*-related variables Z , 

* On logarithmic scales, OS = Z - T . 
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Table 2.5-3 

Corre la t ions Among Variables in Analysis 

Product-Moment Correlat ion Coeff icients 

Z 

T 

QS 

L 

L/Z 

CI 

CO 

R 

TS 

Variable 

Results of Stepwise Linear Regressions 

z 
1.000 

.745 

-.411 

-.529 

-.804 

-.157 

-.512 

.631 

-.412 

T 

1.000 

-.915 

-.788 

-.875 

.203 

-.242 

.827 

-.361 

QS 

1.000 

.755 

.707 

-.372 

.020 

-.747 

.244 

L 

1.000 

.930 

.327 

.618 

-.598-

.701 

L/Z 

1.000 

.293 

.655 

-.692 

.670 

CI 

1.000 

.847 

.230 

.640 

CO 

1.000 

-.289 

.741 

R 

1.000 

-.226 

TSU 

1.000 

Variables Allowed 
Equation 

Z = .690 + .360 T - .281 CI 

Z = 1.011 + .331 T 

T = .951 - 1.331 L + 1.016 CI 

T =-1.196 + 1.027 Z - .760 L 

L = .690 - .640 T + .719 CI 

L = -.134 - .566 T 

CI = -1.024 + .616 T + .907 L 

CO = -.371 - .310 T - .145 L + 1.029 CI 

1-R = .515 - .210 T 

log1Q[l-R] a -.401 - .292 T - .119 L 

R 

.654 

.555 

.858 

.770 

.868 

.620 

.666 

.901 

.684 

.680 

SEE 

.293 

.330 

.442 

.537 

.293 

.495 

.329 

.178 

.159 

.177 

to Enter 

T,L,CI,QS 

T,L,QS 

3,L,CI,QS 

Z,L,QS 

Z,T,CI,QS 

Z,T,QS 

Z.T.L.QS 

Z,T,L,CI,QS 

Z,T,L,CI,QS 

Z,T,L,CI,QS 

a - a l l var iab les transformed t o log 1 Q , except R 
b - TS = t roph ic s t a t e = 1,2,3, for o l igot rophic , 

eutrophic l a k e s , respect ively 
subject t o F * 3 . 0 and to le rance £• 

and TS 
mesotrophic, and 

.01 
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1 Lake Data Base Description (continued) 

T , and QS , hydraulic residence time alone entered significantly 

in all of the regressions. 

The regressions in Table 2.5-3 serve as means of character­

izing the multivariate distribution of the data. Because of the 

high degree of collinearity it will be difficult to establish 

specific cause-effect relationships based upon these data. 

Accordingly, application of any of the analysis below to other 

lakes should be done with extreme caution. A gauge of the appli­

cability of the analysis to a given lake would be how well it 

conforms to the multivariate distribution characterized in Tables 

2.5-2 and 2.5-3. If a lake's depth, residence time, loading, and 

average inlet concentration are within the ranges of the distribu­

tions in Table 2.5-2 and if they can be predicted reasonably well 

by the relationships in Table 2.5-4, as gauged by the respective 

standard errors of estimate, then the lake could be considered a 

member of the same "population" and the results discussed below 

could be applied with increased confidence. Applicability is 

also subject to geographical constraints. 



Phosphorus Retention Models 

Dillon's model suggests that the retention coefficient for 

total phosphorus is an important factor required to estimate the 

response of a lake's trophic state to a given phosphorus loading. 

In order to predict such response a_ priori, i.e., without taking 

any measurements on the lake or on its outlet, a means of esti­

mating R from known morphometric or hydrologic factors is 

42 
required. Kirchner and Dillon suggested an empirical formulation 

which permitted estimation of R from the surface overflow rate, 

QS (equation (2.4-3)). The next step in the analysis is to examine 

some more theoretically-based models for prediction of the 

phosphorus retention coefficient and to compare them with the 

strictly empirical models in Table 2.5-3 and with Dillon and 

Kirchner's equation. One primary objective is to estimate the 

extent to which the sedimentation of phosphorus can be repre­

sented as a first-order reaction. As discussed previously, this 

is one of the. principal assumptions made in the application of 

Dillon's model to predict the ultimate response of a given lake 

to a reduction or increase in phosphorus loading. 

The qualified success of Vollenweider's simple, first-order 

model for phosphorus removal suggested that it serve as a basis 

for the present analysis: 



2 

2.5.2 Phosphorus Retention Models (continued) : 

where, 

K = e f fec t ive first-order phosphorus 
decay coeff icient (1/yr) 

i 
A more general form of t h i s model i s proposed in which K i s 

allowed to vary with depth and residence time: 

K = a [1/T]b Zc (2.5-2) 

The inclusion of these effects can be considered as a test 

of the simple first-order model, in which K is assumed to be 

constant. Evaluation of the extent to which K , or, equi­

valent ly, the parameters a , b , and c , vary with concen­

tration can provide a basis for evaluating first-order kinetics. 

Using the above model, the parameters a , b , and c 

have been estimated for each of the five subsets of the original 

105-lake data base: one for each of the three trophic states; 

one containing all lakes; and one containing lakes with average 

3 
inlet concentrations less than 0.1 g/m . The data set was 

stratified to examine the stability of the parameters and hence 

the validity of the model across groups. The last group was 

included to eliminate those lakes with extemely high phosphorus 
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2 Phosphorus Retention Models (continued): 

concentrations, which had generally higher standard errors of 

estimate and for which trophic classification would be obvious 

26 
in any case. The BMDP3R nonlinear regression program was 

employed to estimate the parameters. 

Results are given in Table 2.5-4. The parameter expressing 

depth-dependence, c , was not significantly different from zero 

in any of the groups. Accordingly, the model was simplified by 

setting c equal to zero and new estimates for parameters a 

and b were derived. t-Hests indicated no significant differ­

ences of the parameter estimates across groups. Thus, the first-

order model appeared to be stable, with optimal parameter estimates 

independent of concentration. The standard errors of estimate 

were 0.110, 0.155, and 0.164 for oligotrophia, mesotrophic, and 

eutrophic lakes, respectively. 

Subsequent analyses have been performed using the parameter 

estimates derived from the last data set in Table 2.5-4, i.e. 

a = 0.824 , b = 0.546 , and c = 0 . Normality in the residuals 

is indicated by the probability plot in Figure 2.5-1. Figures 

2.5-2 and 2.5-3 plot observed versus estimated retention coeffi­

cients and average outlet concentrations, respectively. The 

symbols O , M , and E have been used to represent the various 

trophic states. Residuals patterns generally reflect higher 

standard errors in the eutrophic groups, but no trend. No trends 



Table 2.5-4 

Model : 1 - R = 

K = 

Parameter Estimates for Phosphorus Retention Model 

1 

a [k 

+ T K 

b 

T = hydraulic residence time Cyrs) 
Z = mean depth (m) 
K = effective first-order sedimentation coe 
R = retention coefficient 
a,b,c = estimated parameters 

Data Set 

Statistic 

< c 

N 

a 

b 

c 

SEE 

RZ 

o.; 
a 
b 

SEE 

R2 

Oligotrophia 

22 

1.383 ± .785 

.445 + .092 

-.204 ± .212 

.113 

.849 

.817 ± .105 

.489 ± .080 

.110 

.849 

Mesotrophic 

23 

.711 ± .301 

.531 ± .111 

.040 ± .176 

.159 

.704 

.778 t .118 

.517 ± .092 

.155 

.704 

1 

Eutrophic 

60 

.832 ± 

All ± 

.114 ± 

.165 

.693 

1.050 ± 

.434 ± 

.164 

.693 

.249 

.083 

.133 

.124 

.076 

All Lakes 

105 

.866 ± 

.500 ± 

.023 ± 

.150 

.723 

.912 ± 

.492 ± 

.150 

.723 

1 

.188 

.054 

.091 

.068 

.046 

* estimate ± one standard deviation 
** SEE = standard error of estimate = standard deviation of residuals, adjusted for 

_ of parameters estimated 
*** R = 1 - [ residual sum of squares/ observed sum of squares] 
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Figure 2.5-1 

Normal Probability Plot of Retention Coefficient Residuals 
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( 

Figure 2.5-2 
Observed and Estimated Phosphorus Retention 

Coefficients 

(.0010 (COE 

Figure 2.5-3 

Observed and Estimated Phosphorus Outlet 
Concentrations 
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jf 2.5.2 Phosphorus Retention Models (continued) 

were evident in plots of residuals versus other independent 

variables, including Z , T , QS , L , lake surface area, or 

drainage area. 

Table 2.5-5 compares the standard errors of estimate in 

predicting the retention coefficient and average outlet concen­

tration with the respective standard errors of the empirical 

models in Table 2.5-3 and of Dillon and Kirchner's equation. 

The derived model performs about as well as the empirical linear 

regressions and generally performs better than the latter. 

Advantages of the non-linear model over the linear regressions 

, are its partial theoretical basis, relative parsimony (2 param­

eters) , and property that the computed retention coefficient is 

restricted to the range of 0 to 1. Using only the eleven lakes 

which were in common with Dillon and Kirchner's data set, the 

standard errors of the retention coefficient estimates were 

0.137 and 0.111, for the non-linear model and Dillon and Kirchner's 

equation, respectively. 

Parameter estimates indicate that the effective first-order 

decay coefficient in these lakes is roughly inversely proportional 

to the square root of the mean hydraulic residence time. This 

dependence is further examined in Table 2.5-6 and Figure 2.5-4. 

Table 2.5-6 presents analyses of variance on the decay coefficient 

in the original form, K , and on a form corrected for residence 

( 



Table 2.5-5 

Comparisons of Phosphorus Retention Models 
Predicted Variable 

Model 
Retention Coefficient 
R2 SEE 

a - base 10 logarithm 

b - 105 lakes included in analysis 

Aver 
R2 

Dillon and Kirchner '{equation 2.4-3) 

R = .426 exp(-.271 QS) + .574 exp(-.00949 QS) 

Linear Regressions (Table 2.5-3) 

1 - R = .515 - .210 T 

CO = -.371 - .310 T - .145 L + 1.029 CI 

Nonlinear Regression (Table 2.5-4) 

1 - R « l/[ 1 + .824 T'454] 

.512 

.684 

.720 

.197 

.159 

.151 

.80 

.90 

.90 
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('. Table 2.5-6 

Histograms of observed and "Corrected" First-Order Sedimentation 
Coefficients for Total Phosphorus 
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Figure 2 .5 -4 

Dependence of First-Order Phosphorus Sedimentation Coef f ic ient on 
Hydraulic Residence lime 



Phosphorus Retention Models (continued) 

time e f f e c t s , K : 

K = r ^ - R £ (2.5-3) 

Kc = KTb , b = 0.546 (2.5-4) 

The log1Q transformation has been applied to these variables, 

and the four lakes in the data set with negative retention coef­

ficients have been excluded. Table 2.5-6 indicates significant 

stratification of the uncorrected decay coefficient, K , with 

trophic state, but insignificant stratification of the coefficient 

after it has been corrected for the effects of hydraulic residence 

time. The standard deviations of the corrected decay coefficients 

are 0.224, 0.391, and 0.468 for oligotrophic, mesotrophic, and 

eutrophic lakes, respectively. This may reflect a corresponding 

increase in noise levels in the systems or in the data. The 

effect of T on K is also illustrated in Figure 2.5-4. Again, 

greater deviations are observed for eutrophic lakes. 

The parameter estimates indicate that lake mean depth alone 

has little influence on phosphorus sedimentation rate, except 

insofar as depth may influence residence time. The final two-

parameter model is similar to that proposed independently by 
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2 Phosphorus Retention Models.(continued) 

45 
Larsen and Mercier , whose estimates for a and b were 1.12 

and 0.49, respectively, as derived from a sample of 20 oligotrophic 

and mesotrophic lakes. The apparent dependence of K on T 

could be explained in part by deviations from the completely-mixed 

assumption inherent in the first-order model formulation. Equa­

tions (1) and (2) can be combined to give: 

1 " R - TTTT- = T , >b
 {2-5-5) 

1 + a T 

If the true sedimentation coefficient were independent of T , 

then the same results would be reached if T were replaced by 

an effective hydraulic residence time, given by: 

T , = T 1 _ b (2.5-6) 
ef 

1 —"h 
Substitution of T - for T in equation (5) gives the 

er 
standard f irst-order equation: 

*-* - r+r*z (2-5"7) 
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In terms of lake volume, V , and mean flow, Q 

Tef " [ ^ e f " [ | ] <2'5-8) 

Conceivably, thermal stratification could reduce the effective 

volume of the lake and partially account for the observed depen­

dence of K on T . Vollenweider attempted to account for this 

on one of his earlier modifications of the first-order model . 

He suggested that the effects of stratification could be incor­

porated into the model by employing the following expression for 

ef 

Tef " I + f " X (2'5-9) 
* e 

where V , "mean exchange epilimnion", was defined as that 

portion of the lake's volume taking part in the washout process. 

He did not propose a general model for V , however. 

Temperature effects may also account in part for higher 

mean sedimentation coefficients observed in lakes with lower 

residence times. The temperatures of low residence time lakes 
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2.5.2 Phosphorus Retention Models (continued) 

would be expected to respond faster to seasons, because of their 

higher advective thermal energy exchange rates. The response 

time would not depend upon lake mean depth, because of the 

apparent linear increase of vertical transport rates with depth, 

78 7 
as noted by Snodgrass and Blanton . This dependence would 

cancel the effects of higher surface-area-to-volume ratios in 

shallower lakes. Accordingly, one would expect that the peak, 

volume-averaged temperature would decrease with increasing 

hydraulic residence time. Assuming that the reactions involved 

in phosphorus sedimentation are temperature-dependent, this could 

partially account for the observed dependence of K on T . 

A third explanation is that the reactions for phosphorus 

deposition may be dependent upon the presence of other substances, 

for example, other nutrients for biologically mediated reactions, 

iron for chemically mediated reactions, or sediment, for adsorption-

sedimentation reactions. Lakes with higher flushing rates would 

have greater supplies of these supplementary materials, which may, 

in turn, increase the net removal rates of phosphorus from the 

systems. 

The above explanations should be qualified with a note that 

multicolinearity in the data (Table 2.5-3) generally makes it 

difficult to attribute variations in the dependent variable to 

specific factors. Theoretical interpretation of the parameter 



Phosphorus Retention Models (continued) 

estimates is thus rather tenuous. This re-emphasizes the need 

to insure that a given lake conforms to the correlation structure 

of these data before applying any of the previous or forthcoming 

results to that: lake. 

The stability of the parameter estimates across trophic 

states has not provided a basis for rejecting the validity 

of a first-order model in which the retention coefficient is 

independent of concentration. Multicolinearity and/or errors 

in the data may have effectively crippled the ability of the 

analysis to detect significant parameter differences across 

groups, however. The first-order assumption could best be 

tested with time- series data from a number of lakes. The impli­

cations of first-order behavior are particularly important in 

two respects: in predicting system response to changes in 

phosphorus loading and in predicting response to changes in 

hydrologic regime. The former has implications in the alloca­

tion of acceptable nutrient loadings. The latter has implica­

tions in the interpretation of data obtained from sampling under 

a given set of hydrologic conditions. This involves the conversion 

or extrapolation of a lake's nutrient budget, measured during a 

given year, to long-term-average conditions. 

The higher standard errors of estimate characteristic of the 

eutrophic group may be attributed to a number of factors. From a 



2-106 

2.5.2 Phosphorus Retention Models (continued) 

theoretical point of view, this could be due to certain character­

istics of eutrophic lakes which profoundly affect nutrient dynamics, 

such as anaerobiosis or zero-order dependence of algal growth rates 

on phosphorus concentrations. It may also be attributed to higher-

frequency or higher-amplitude variations of phosphorus concentrations 

in eutrophic lakes. Such variations would increase the errors in 

the retention coefficients estimated from a fixed number of lake 

outlet samples per year (typically, 12, for the NES lakes). Lower 

stability is a general characteristic of eutrophic ecosystems. In 

addition, in this particular data set, the geometric mean hydraulic 

residence time for the eutrophic group is 0.25 years, as compared 

to 2.42 and 1.07 years for the oligotrophic and mesotrophic groups, 

respectively (Table 2.5-2). A lower residence time would cause 

less attenuation of the relatively high-frequency variations 

characteristic of lake inflows. This, in turn, would increase 

the sampling frequency required in order to quantify average lake 

(or outlet) conditions to within a given standard error. 
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The residuals obtained in estimating the retention 

coefficient according to the above model result from errors 

in measurement (input/output estimates) , as well as from 

model errors. In order to disect the residual variance into 

these two components,' some assumptions must be made about 

their forms. The actual and measured values of 1 - R are 

assumed to be given by: 

Y = 1 - R « || (2.5-10) 

CO (1 + e ) 
Y =, 2_ (2.5-11) 
m CI (1 + e.) 

where, 

e , e. = independent, normal, random 
deviates with mean zero and 
standard deviations S- and 
Se. , respectively 

The variables e and e. represent measurement errors in 

outlet and inlet concentration estimates. Their standard 

deviations equal the coefficients of variation of the res­

pective estimates: 

S e = CVeo (2.5-12) 
e o com 
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SP, - CVci (2.5-13) 
ei C im 

According to the first-order model, the estimated value of 

Y is given by: 

e 1 + K T 1 + KT (1 + d.) 

where. 

K ~ estimated first-order decay 
coefficient (1/yr) 

K = actual first-order decay 
coefficient (1/yr) 

d. = model error variable with mean 
zero and standard deviation s^. 

A calculated residual is given by: 

CO (1 + e ) o r = Y - Y = 
"•y " m e CI ( 1 + e ) l + K T ( l + d ) 

( 1 * e o > _ 1 1 
(1 + e ^ 1 + KT 1 + KT (1 + d k ) 

( 2 . 5 - 1 4 ) 

( 2 . 5 - 1 5 ) 



Error Analysis (continued) 

Since the error variables are assumed to be independent, the 

variance of the residuals can be calculated from the following 

expected value formula : 

2 • 3ry * 2 3ry2 2 3ry * ' 2 
si. = hrr1) s^ + (-T-2-) si + (̂ -) si (2.5-16) 
*ry - ( ^ s + ( ^ se + (^) sd 

J o i k 

= Y2 (slo + s5±) + Y
2 (1-Y)2 S^k (2.5-17) 

The first term in this equation essentially represents 

measurement error, and the second, model error. The corres­

ponding expression for the residual variance obtained in 

estimating the logarithm of the outlet concentration is given 

by: 

S 2
c = siQ + S

2
± + (1-Y)

2 Sak .(2.5-18) 

Equation (18) indicates that the measurement error component 

of the concentration residuals is constant, while the model 

error component decreases to zero as Y approaches 1, or as 

T approaches zero. This property is used below to quantify 

the two components, via further analysis of observed residual 
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patterns. 

2 
For any range of Y values, a value of Sr can be 

computed directly from the residuals. Equation (18) can be 

viewed as a linear model for the residual variance, in which 

2 
the independent variable is (1-Y) , the slope is measurement 

2 2 2 
error, (Se + Se.) , and the intercept is model error, (Sdk) . 

In order to estimate the slope and intercept, the lake data 

have been divided into five groups of approximately equal 

sample size, based upon residence time (or Y values). For 

— 2 
each group, the mean (Y) , variance (S ) , and mean squared 

residual have been calculated. In order to account for variation 

2 
of Y within each group, the expected value of Sr has been 

computed: 

82Sr E (S?o) - siQ + sji + (1-Y)
2 4k + | <--^§) S

2 

3 Y 

(2.5-19) 

= s2 + s2 + [(i-Y)2 + s2] si 

Using the values computed for the various data groups, a 

linear regression of mean squared residual on the variable 

(1-Y) 2 + S has been done. The results (Figure 2.5-5) 

indicate a high correlation between these two variables 
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( 

Figure 2 .5 -5 

Outlet Concentration Residual Variance for 

Various Residence Time In terva l s 
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3 Error Analysis (continued) 

(r = 0.977). The least squares estimates of the slope and 

intercept are given by: 

2 
slope = S^. = 0.299 Hr 0.038 

2 2 
intercept = Se. + S e = 0.0178 ± 0.010 

The slope, or model error, is well-determined relative to the 

intercept, which is significantly different from zero at between 

the 80% and 90% confidence levels. Thus, according to this 

analysis, the residual variance of Y and In (CO) are given 

by: 

S 2 «= 0.018 Y 2 + 0.30 Y2 (1-Y) 2 (2.5-20) 
ry 

S 2 = 0.018 + 0.30 (1-Y) 2 (2.5-21) 
rc 

In each equation, the first term represents measurement error, 

and the second, model error. 

Figures 2.5-6 and 2.5-7 illustrate the abilities of these 

equations to depict residual patterns in the data. The variance 
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Figure 2 . 5 - 6 
Estimated Model and Measurement Error Components 

of Outlet Concentration Residuals 

Figure 2 . 5 - 7 
Estimated Model and Measurement Error Components 

of Retention Coefficient Residuals 
— 2 2* 
S + S a total error m e 

S • measurement error t = 2.0 
m 
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3 Error analys is (continued) 

components have been multiplied by four, t o represent approximate 

95% confidence regions. These figures permit further interpretation 

of the residuals as originating from e i ther of the two sources of 

error for various values of residence time. In both cases, 

measurement error dominates at low values of T , while model error 

dominates at high values. The best estimate of the measurement 

error variance can be interpreted in terms of the coeff ic ients of 

variation of the in l e t and outlet phosphorus concentration estimates: 

s j ± + slQ = 0.018 = CVcl^ + CVCOm (2.5-22) 

for. CVcim = CVCOm = CVjn . 

CV = /0 .018/2 = 0.095 = 0 .1 (2.5-23) 
m 

Thus, the estimated measurement error term corresponds roughly 

to coefficients of variation on the order of 0.1. Based upon 

the standard error the intercept, the 95% confidence range for 

this statistic is from 0 to 0.15, 

In applying the model developed above to predict the 



2-115 

( . 2.5.3 Error analysis (continued) 

phosphorus retention coefficient for a given lake, three sources 

of error would be present — model error, parameter error, and 

independent variable error: 

Y = 1 - R = (1+ aT 1" 1 3)" 1 (2.5-24) 

S2 = s 2 + S2 + S 2 (2.5-25) 
Y e p I 

2 
Model error, S , is estimated from the above analysis: 

S 2 = 0.30 Y2 (1-Y) 2 (2.5-26) 
e 

2 
The second error term, s , is attributed to uncertainty in 

the parameter estimates: 

SP - ' I ' " < * <f>2 Sb * 2 €"!E' <Wab '2-5""' 

( 
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where, 

a = 0.824 

b » 0.546 

p . = -0.0064 'ab 

s= - 0.067 
a 

s. = 0.046 b 

Evaluation of the expression gives: 

.4 „.908 S = 0.001 Y T (4.49 + 1.44 In T + 0.032 InT) (2.5-28) 
P 

2 
The third term in equation (25), S. , is associated with 

possible error in the estimate of the independent variable, 

T : 

s2 = .**2
 s2 Si 18T' ST 

S 2 

- 0.140 Y4 T'908(-^f) (2.5-29) 

« 0.140 Y4 T-908 5V2 

T 
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Error Analysis (continued) 

These three error components are plotted against T on 

logarithmic scales in Figure 2.5-8 To evaluate the last term, 

CVT is assumed to be 0.10, corresponding to an approximate 95% 

confidence region of + 20% in the estimate of T . The plot 

shows clearly that the model error term dominates over the other 

terms by about one and two orders of magnitude, respectively, for 

all residence time values. 

Further reduction of the parameter error term would be 

achieved by increasing the sample size, i.e., by adding additional 

lakes to the data set. However, if these lakes were drawn from 

the same general population, the effect on the total projection 

error would be small, since the parameter error term is already 

insignificant compared with the model term, which would not be 

expected to change much with sample size. Thus, for this type 

of data and model, sample size appears to have been adequate for 

parameter estimation purposes. 

The dashed line in Figure 2.5-8 represents measurement 

error, estimated according to equation (20): 

S 2 = 0.018 Y2 (2.5-30) 
m 

As noted previously, the es t imate of t h i s var iance component 
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Figure 2.5-8 

Variance Components of Retention Coefficient Prediction 
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Error Analysis (continued) 

is not very accurate, with a 95% confidence range of 0 to 0.045 

2 
Y . In addition, it is specific to this data set, so that it 

would apply only in cases where the nutrient budgets are estimated 

using data of the same quantity and quality, and techniques similar 

to those employed in the National Eutrophication Survey. For 

lakes with residence times less than about 0.15 years, measurement 

errors dominate over other types. In this region, any errors in 

the model projection would be difficult to detect with this type 

of data. 

If a projection of the retention coefficient were made for 

a given lake and subsequently compared with a measured value, 

model error would only be detectable if the following criterion 

were satisfied: 

V - Y 
t = » e' > t 

sm 
(2.5-31) 

where, 

Y 
m 
Y 

m 

a,n 

measured value of 1 - R 

estimated value of 1 - R 

standard error of measured value 

t statistic at significance level 
a and n degrees of freedom in 
Y estimate 
m 
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If this procedure were repeated for a large number of lakes at 

a given residence time, the first and second moments of t 

would be given by: 

E (t) = 0 (2.5-32) 

ST. = i + -f (2.5-33) 

m 

where 

2 
S = model error variance 
e 

2 
S = measurement error variance 
m 

The fraction of lakes in the population for which equation (31) 

would be satisfied would be given by: 

+t 
0 = 1 - / a' n ftdt (2.5-34) 

-t a,n 
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( > 2.5.3 Error Analysis (continued) 

where, 

f$ = fraction of lakes satisfying 
equation (31) 

f. = normal probability density function 
t with mean zero and standard 

deviation S 

2 
At a given residence time, the value of S. can be estimated 
from equations (33) and (21): 

S2 (1-Y)2si 
S^ = l + -f = 1+ — 2 — = 1 + 16"7 U-V (2.5-35) 

S m S e i + Se0 

Equations (34) and (35) have been evaluated as a function of 

hydraulic residence time, for t = t ... - 2 , and for 
* a,n .05,°° 

2 2 2 
various values of the variance ratio s<j./(Se.+Se ) ranging 

from 5 to 40. The results (Figure 2.5-9 ) depict the detec-

tability of model errors as a function of residence time and 

model error to measurement error ratio. The nominal value of 

16.7 for the latter represents the best estimate of the curve 

for data of the type used in estimating the model. At a 

given residence time, the fraction increases with variance 

ratio. As T approaches zero, model error vanishes and the 
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Figure 2.5-9 

Detectability of Model Errors in Estimating the Retention Coefficient as 
Function of Residence Time and Model to Measurement Error Variance Ratio 
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Error Analysis (continued) 

s t a t i s t i c approaches 0 . 0 5 , corresponding t o the s e l e c t e d 

s i g n i f i c a n c e l e v e l o f t . A l l o f t h e curves approach 

upper asymptotes a s T increases , r e f l e c t i n g an i n c r e a s i n g 

d e t e c t a b i l i t y of p r o j e c t i o n errors . The curve corresponding 

t o the nominal var iance r a t i o has been mapped onto the 

frequency d i s t r i b u t i o n of res idence t i m e s in the data s e t 

(Table 2 . 5 - 2 ) . The r e s u l t i n d i c a t e s t h a t s i g n i f i c a n t model 

e r r o r s would be d e t e c t a b l e in approximately 31% of the l a k e s , 

i f the data base were s imi lar t o that provided by the Nat iona l 

Eutrophication Survey. In Figures 2 . 5 - 6 and 2 . 5 - 7 , twenty- four 

r e s i d u a l s l i e o u t s i d e the estimated measurement error c u r v e s . 

Thi s corresponds t o an observed model error de tec t ion frequency 

o f 34%. 

In applying t h e model to pred ic t o u t l e t concentrat ion , 

another error term must be added: 

CO = CI Y 

2 2 2 

2 2 + 2 
CO CI Y 

CV2 = CV2, + 4 r ( S 2 + S 2 + S 2 ) - CV2 . + - i - S 2 

co c i m y 2 e p i ' cim y 2 e 

= CV2. + 0.30 ( 1 - Y ) 2 (2 .5-36) 
c i -in 
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2.5.3 Error Analysis (continued) 

Because of their relative insignificance, the parameter and 

residence time error terms have been neglected. The added 

2 

term, CVcj. t accounts for uncertainty in the inlet concen­

tration,, or phosphorus loading estimate. 

Equation (36) has been plotted in Figure 2.5-10 for 

various assumed values of CVci . The dashed line again 

represents measurement error, assuming CVcom = 0.10 , as 

estimated above. The relative importance of the various 

error components can be used as a basis for allocating 

additional effort to model development or to monitoring 

in the interest of reducing the variance of the projection. 

Model error dominates over other various components at high 

residence times. Accordingly, development and/or application 

of a more sophisticated model may be justified in this region, 

providing that its model and parameter errors are lower. As 

residence time decreases, potential measurement errors domi­

nate, and the prediction becomes increasingly sensitive to 

errors in the loading or inlet concentration estimate. At 

lower residence times, this model would be considered adequate 

and additional effort would be most effectively applied in 

monitoring (or source modelling) in order to develop a better 

loading estimate. 

In a specific application, the variance of the inlet 



Error Analysis (continued) 

phosphorus concentration estimate can be calculated according 

to the techniques discussed in Section 2.3.2, if the estimate 

is based upon direct measurements. If such are not available, 

the estimate can be based upon land use data, using the loading 

factors in Table 2.3-1. The ranges of these loading factors 

can be used to estimate variance. If a rectangular distribu-

is assumed, the standard deviation is given by 0.29 times the 

77 range . For the ranges and mean values for total phosphorus 

loading given in Table 2.3-1, a coefficient of variation of 

about 1 is indicated. Comparison with the other error components 

in Figure 2. b-10indicates that the accuracy of an outlet phos­

phorus concentration projection would be limited most by 

potential errors in such indirect loading estimates. This 

type of error could presumably be reduced by considering some 

of the other factors influencing nutrient export discussed 

in Section 2.3.1. However, the current state-of-the-art of 

watershed models is such that the accuracy of the lake model 

derived above would probably not limit the accuracy of an 

outlet phosphorus concentration projection. Thus, the model 

would be considered adequate for use with indirect loading 

estimates. 

A final aspect to consider is the potential errors 

involved in predicting chlorophyll concentration in lakes 

based upon predictions of the phosphorus retention model. 
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Error Analysis (continued) 

Dillon and Rigler ' have examined the relationship between 

measured total phosphorus concentration at spring overturn and 

mean summer chlorophyll-a concentration based upon data from 

19 lakes in southern Ontario and from 27 other lakes in North 

America, as reported in the literature. All of these lakes 

were phosphorus-limited systems, with total nitrogen to total 

phosphorus ratios greater than 15 at spring overturn. They 

fitted the following regression line to their data (Figure 2.5-

11) : 

In (Chi) = 7.393 + 1.449 In (CS) (2.5-37) 

r = 0.95 

SEE = 1.01 

where, 

Chi = mean summer chlorophyll-a 
concentration (mg/m3) 

CS = total phosphorus concentration 
of spring overturn (g/m ) 

SEE = standard error of estimate 
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Figure 2.5-11 

Relationship Between Mean Summer Chlorophyll a and 
Total Phosphorus Concentration at Spring Overturn 

According to Dillon and Rigler14 
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3 Error Analysis (continued) 

Coupling of this model with the phosphorus retention model 

would permit estimation of chlorophyll concentrations from 

loading, hydraulic residence time, and depth estimates. 

In order to do this, a means of relating the spring 

overturn to mean outlet phosphorus concentration would be 

required. It is assumed that, if the data were compiled, a 

model would be estimated for this purpose. Independent 

variables in such a model would probably include mean outlet 

concentration, inlet concentration, residence time, and 

possibly some indicator of seasonal flow variations. Alter­

natively, the chlorophyll equation above could be re-estimated 

based upon outlet phosphorus concentration. At spring overturn, 

lakes are completely mixed, so that CO = CS would not be a 

bad assumption during this period. Since flows are generally 

highest during this period, the annual flow-weighted-average 

outlet concentration would be a strong function of the spring 

concentration, and vice-versa. For the sake of the following 

arguments, it is assumed that the spring overturn concentration 

can be equated to the average outlet concentration. 

This permits evaluation of potential errors involved 

in predicting summer chlorophyll from loading, residence time, 

and depth estimates: 
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2 . b . 3 Error Analys is (continued) 

In (Chi) = 7.393 + 1 .449 In (CO) • (2.5-38) 

S? ,„u.> = S? + S 2 + S 2 « C V 2 . (2 .5-39) 
In (Chi) I p r Chi 

The independent v a r i a b l e error in t h i s case i s c a l c u l a t e d 

from the t o t a l error i n predict ing t h e o u t l e t phosphorus 

concentrat ion (equation (36 ) ) : 

2 
S 2 " (!!•?" iS??}> s w ^ B 1 . 4 4 9 2 CV2 = 2.10 CV2 (2.5-40) 

i d In (CO) k(C0) co co 

» 2 . 1 0 (CV2, + 0 . 3 0 ( 1 - Y ) 2 ) (2.5-41) Cim 

This error r e s u l t s from uncertainty i n the i n l e t concentrat ion 

e s t i m a t e and from model error. The parameter error i s due t o 

uncer ta inty i n t h e s lope and i n t e r c e p t of the r e g r e s s i o n l i n e 

i n Figure 2 .5-11 : 

S2 - SEE2( i + [ l n C 8 ) - l n ( C S ) l } ( 2 > 5 . 4 2 ) 
P " n S 2 

n S ln(GS) 

For values of SEE , n , In (CS) , and sin(CS) derived from 
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jp! 2 . 5 . 3 Error A n a l y s i s (continued) 

the Di l lon and Rigler a r t i c l e , and assuming t h a t CO « cs : 

e 2 . m 5 l l i [In (CO) + 3 . 9 5 0 ] 2
t S p ~ 1 , 0 Z ( 4 6 + 46 (1.016) } 

- 0.022 (1 + I l n lCVoil'950]2) 

(2.5-43) 

The r e s i d u a l error term, a l s o der ived from the D i l l o n and 

Rigler a r t i c l e i s given by: 

S2 = SEE2 = 1.02 (2 .5 -44 ) 

The four terms of the total chlorophyll prediction error are 

plotted versus hydraulic residence time in Figure 2.5-12. The 

2 
independent v a r i a b l e term, S. , has been eva luated according 

t o equat ion ( 4 1 ) , assuming CV . = 0 .1 . The parameter error 
C im 

term has been evaluated for various values of CO . 

Figure 2.5-12 shows clearly that the residual error term 

dominates over phosphorus prediction and parameter error terms 

for all values of hydraulic residence time. It is unlikely that 

the negative distribution of the error components would change 
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Figure 2.5-12 

Variance Components of Mean Summer Chlorophyll a Predict ions 
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Error Analysis (continued) 

much if equation were re-estimated in terms of CO instead of 

CS , i.e. this distribution is probably not very sensitive 

to the assumption that CS = CO . In addition* the Dillon and 

Rigler equation was derived from a fairly narrow range of lakes. 

An analysis of data from the National Eutrophication Survey lakes 

indicates higher standard error of estimate in the chlorophyll-

phosphorus relationship than that found by Dillon and Rigler. 

These results indicate that the limiting factor in the 

accuracy of a chlorophyll prediction would probably be in the 

chlorophyll-lake phosphorus relationship and not in the lake 

or outlet concentration prediction. Thus, the phosphorus 

retention model could be considered adequate in this 

application, and future modelling efforts would best be 

focused upon the chlorophyll-phosphorus relationship. A 

chlorophyll prediction would be useful in that it could be 

related directly to criteria and to such trophic state 

indicators as productivity, transparency, and hypolimnic 

dissolved oxygen deficit. 
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The next step in the analysis is to examine the feasibility 

of predicting lake trophic state from the kinds of data described 

above. The models of Vollenweider ' and Dillon ' will serve 

as a primary basis for the analysis. Each of these models is 

viewed as a set of coordinate axes. Parameter estimates define 

the locations of the lines delimiting trophic state. The goal 

of this work is to evaluate both the models and their respective 

parameter estimates. Accordingly, the ability of each model to 

predict trophic state has been examined using two sets of 

parameter values: that originally proposed by the respective 

authors and an "optimal" set estimated for this data base. Opti­

mal parameter values have been found by posing the classification 

problem as a linear discriminant analysis and utilizing the BMDP7M 

26 
discriminant analysis program to determine the parameter estimates 

which best separate the trophic states on the coordinate axes 

defined by each model. 

Vollenweider' s first and second models are essentially bi-

variate classification functions employing L and Z , L and 

QS , respectively, while Dillon's model is a univariate function 

employing CO . In estimating optimal coefficients for these 

models, the corresponding variables have been forced into the 

classification scheme and all other variables have been excluded. 

Using the stepwise feature of the BMDP7M program, an optimal 

linear classification model has also been estimated. In the 
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stepwise mode, the program selects the variables which provide 

the most discrimination power in order of decreasing power, 

until some specified lower level of significance, is reached. 

Reckhow"8 has employed stepwise discriminant analysis in develop­

ing a model for classifying oxic and anoxic lakes. 

Homogeneity of variance across groups is one of the prin­

cipal assumptions of the analysis, when pooled estimates of the 

77 covariance matrix of the entered variables are employed . In 

order to eliminate the apparent skewness in the distribution of 

the log-transformed average outlet concentration data for the 

eutrophic group (Table 2.5-2) and to promote homogeneity of 

variance across groups, lakes with average outlet concentrations 

3 
greater than .0.2 g/m have been excluded from the discriminant 

analysis. These lakes are highly eutrophic and would not be 

misclassified by any of the models. The analysis have been 

performed on the remaining 22 oligotrophia, 23 mesotrophic, and 

50 eutrophic lakes, 

Table 2.5-7 summarizes the group means and standard devia­

tions for each of the variables in the analysis. The definitions 

and transformations of these variables have been previously 

defined in Table 2.5-2. The variable "COEST" is the average 

outlet concentration, as estimated using the model for phosphorus 

retention derived previously: 
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• Table 2.5-7 

Sununary of Dis t r ibu t ions and I n i t i a l Discriminating Powers of 

Variables in Discriminant Analysis 
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r 

MEANS 

GROUP 
VARIABLE 

s 7 
4 T 
5 1 " " " 
6 CO 
7 CI 
8 C1EST 
9 0 S " 

10 TS 

COUNTS 

STAMOARO 

GROUP 
VARIABLE 

3 2 
4 T 

, ,5 L 
6 d 
7 Cl 
8 COEST 
9 OS 

10 TS 

• • 
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1.25A*:; 
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._ - 2 . 1 1 3 6 5 . 
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2 2 . 
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- 1 . 8 1 5 5 7 
- 1 . 4 6 2 3 3 
- 1 . 7 7 5 6 7 

1.01829 
2 .00000 

2 3 . 
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0 .47320 
*~ 0 . 9 4 5 4 7 " 

0 .56076 
0 .26253 
0 .36882 
0 .24098 
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EUTR 

-0 .6881b 
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-1 .01617 
-1 .21675 
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3.00000 

50 . 
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1.0P116 
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•C.33414 
0.26531 
0.77709 
0.0 

1 
ALL OPS. 

O.07334 
-0 .2e6S2 
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-1 .28463 
r l . 5 5 9 7 7 _ 

1.239S6 
2.29474 
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0.45019 
1.04772 
0.57730 
0.24 322 

. . . 0.33 SV, 
0 . 2 4 H I 
0.75777 
0 . 0 

STEP NUHRei 0 

VARIABLE . . P TO FORCE • . VAO!ABLE_ F TO F3RCE . T0LER4NCE .... 
REHCVE LEVEL * ENTER LEVEL 

OF- 2 93 * OF" 2 92 
• 3 Z 7 . 9 0 1 1 1.330000 

)T 9 . 1 8 9 | , l.OOOOOO 
* 5 L 4 7 . 1 2 6 t 1.033000 
• 6 CO 95.A14 . ,1 1.003000 
* 7 CI 3 6 . 1 7 1 1 l.OOOOOO 

, ,. , * . 8 COFST 117.140 ,<.,, 1.30303O 
• '9 OS 6 . 4 9 4 4 1.000000 
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if'- 2 . 5 . 4 Trophic S t a t e P r e d i c t i o n ( c o n t i n u e d ) 

r 

COEST = (1 - RE) CI (2 .5 -45 ) 

1 " ra " i 454 (2 .5 -46 ) 
1 + 0 .824 T '* 3 * 

The base 10 l o g a r i t h m i c t r a n s f o r m a t i o n has been a p p l i e d t o 

COEST. 

The second p a r t of Table 2 . 5 - 7 summarizes t h e i n i t i a l 

d i s c r i m i n a t i o n power of t h e v a r i a b l e s . The P s t a t i s t i c s 

r e p r e s e n t u n i v a r i a t e a n a l y s i s o f v a r i a n c e s t a t i s t i c s , analogous 

t o those found i n Table 2 . 5 - 2 . Table 2 .5-7 i n d i c a t e s t h a t 

COEST had t h e h i g h e s t d i s c r i m i n a t i o n power, fo l lowed by CO , 

L , CI , T , 2 , and QS . The P va lue s were a l l s i g n i ­

f i c a n t a t t h e 95% l e v e l o r g r e a t e r . As d i s c u s s e d p r e v i o u s l y , 

however, t h i s does not i n d i c a t e t h a t t h e r e were seven i n d e ­

pendent and s i g n i f i c a n t f a c t o r s , because of i n t e r c o r r e l a t i o n s 

among t h e s e v a r i a b l e s (Table 2 . 5 - 3 ) . 

Tables 2 . 5 - 8 t o 2.5-12 p r e s e n t t h e r e s u l t s o f t h e d i s c r i m i ­

nan t a n a l y s e s . I n each c a s e , t h e t a b l e c o n t a i n s t h e s i g n i f i c a n c e 

l e v e l s of t h e e n t e r e d and r e m a i n i n g v a r i a b l e s , summary s t a t i s t i c s 

c h a r a c t e r i z i n g t h e degree of g r o u p s e p a r a t i o n , c l a s s i f i c a t i o n 

f u n c t i o n s , c l a s s i f i c a t i o n m a t r i x , and a j a c k k n i f e d c l a s s i f i c a t i o n 



Trophic State Prediction (continued) 

matrix. Table 2.5-13 summarizes and compares the statistics 

obtained for the various models. 

To estimate optimal parameters for Vollenweider's first 

model, Z and L have been forced into the classification 

scheme (Table 2.5-8). The low F level for Z (0.28) indicates 

that it did not add significantly to the classification power 

in L alone ( F = 33.6). Appreciable power remained, however, 

in the excluded variables, which had F levels ranging from 

33 to 48, after both L and Z had entered. Thus, this model 

apparently did not make use of all of the available discriminating 

power in the data. Wilk's lambda and the overall F are multi-

12 
variate analysis of variance statistics , the interpretation of 

which will be discussed later. An F matrix characterizes the 

separation of each of the three possible pairs of groups and 

indicates that the distinction between oligotrophia lakes and 

eutrophic lakes was relatively high ( F = 39.6), while that 

between mesotrophic and eutrophic lakes was fairly low ( F = 2.8). 

The classification functions correspond to the parameter 

estimates. Each function consists of a constant plus a coefficient 

for each variable. In classifying a given observation, a function 

value is computed for each group, and the observation is estimated 

to have the highest probability of belonging to the group with 

the highest corresponding function value. In order to derive 
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the lines delimiting the mesotrophic from the eutrophic states 

on the L versus Z axes, for example, the corresponding 

classification functions would be subtracted from one another 

and solved for L as a function of Z . 

The classification matrix summarizes the ability of the 

model to classify the lakes correctly. Observed states cor­

respond to rows, and estimated states, to columns. If the model 

worked perfectly, all of the lakes would be on the upper left 

to lower right diagonal. In Table 2.5-8, 72.7%, 52.2%, and 

78.0% of the oligotrophic, mesotrophic, and eutrophic lakes, 

/- respectively, were classified correctly. The "jackknifed" 

classification matrix provides a somewhat more robust estimate 

of the probability of correctly classifying a lake. To derive 

this matrix, each case (lake) was excluded from the analysis one 

lake at a time, the classification functions were re-calculated, 

and the excluded lake was classified based upon the derived 

functions. Thus, the overall percent correct for the jackknifed 

classifications, 66.3%, is a measure of the probability of 

correctly classifying a new lake which has not been used to 

estimate the parameters of the discriminant model. 

Vollenweider's second model (Table 2.5-9) compared favorably 

with his first. Both L and QS entered significantly, although 

some discrimination power still remained in the excluded variables. 

f 
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The F statistics and Wilk's lambda indicate that the trophic 

states were separated considerably better on the L versus QS 

axes, as compared with the L versus Z axes. Overall, the 

model classified 78.9% of the lakes correctly, an increase of 

8.4% over the first model. For the oligotrophia group, the 

percent correct increased from 72.7% to 86.4%, corresponding 

to an approximate halving in the percent misclassifications. 

Table 2.5-10 indicates that Dillon's model generally per­

formed somewhat less well than Vollenweider• s second model, but 

better than his first. Significant discrimination power remained 

in COEST ( F = 9.05) and in L ( F - 6.25), after CO had entered. 

The mesotrophic lakes were classified poorly relative to either 

of the two previous models. The overall percent correct was 

73.7%. • As in the case of Vollenweider's second model, but not of 

his first, no eutrophic lakes were misclassified as oligotrophia 

or vice-versa. 

In the stepwise analysis (Table 2.5-11) , both COEST and L 

entered at F levels of 49.0 and 8.4, respectively, leaving no 

significant discrimination power in the remaining variables. 

Thus, these two variables alone constitute an optimal linear 

classification model for these lakes and data. As expected, 

this model performed better than any of those examined previously. 

84.2% of the lakes were classified correctly, with most of the 
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improvement in the mesotrophic group. 

As a final step in the discriminant analysis, the BMDP7M 

program performs a principal component analysis of the classi­

fication functions. The principal components are linear functions 

of the entered variables which are independent of each other. 

The components are determined so as to maximize the variance (or 

discrimination power) of the first component, or canonical vari­

able. Canonical correlation coefficients computed for all 

principal components characterize their relative discriminating 

powers. 

The stepwise analysis (Table 2.5-11) indicated that the 

rate of phosphorus input, L , in addition to the estimated 

mean outlet concentration, COEST, were the best variables to 

use in a linear model to classify the lakes. These two variables 

are obviously correlated, since the latter was calculated from: 

I/P 
COEST = (1-RE) CI = (1-RE) =£• (2.5-47) 

u 

The two principal components of these variables had canonical 

correlation coefficients of 0.87 and 0.07 , respectively. This 

indicated that essentially all of the classification ability 

was located in the first canonical variable. This result 
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effectively reduced the bivariate classification model to a 

univariate one. The analysis suggested that the lakes could 

best be classified along the axis of the following canonical 

variable: 

log X = 0.1853 log L + 0.8147 log COEST (2.5-48) 

= 0.1853 log L + 0.8147 log [L(1-RE)/QSJ (2.5-49) 

= log L - 0.8147 log [QS/(1-RE)] (2.5-50) 

26 
The BM0P7D program was again employed to examine the 

stratification of the trophic states along this axis. The 

analysis of variance indicated that the logarithm of X had 

more discrimination power ( P = 119) than any of the variables 

previously examined (Table 2.5-2). However, the standard 

deviations of log1Q X in the three groups were 0.16, 0.23, and 

77 
0.37, respectively. Bartlett's test indicated that the 

hypothesis of homogeneity of variance could be rejected at the 

99.5% level. In order to stabilize the variance across groups, 

the following transformation was employed: 

XT = -1/X*25 (2.5-51) 

X = L [QS/U-RE)]"'8147 (2.5-52) 
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The transformed variable had standard deviations of 0.28, 0.34, 

and 0.33, respectively. Bartlett's test indicated that the 

hypothesis of homogeneity of variance across groups could not 

be rejected at the 75% level. When the 10 lakes with outlet 

3 
concentrations greater than 0.2 g/m were excluded from the 

analysis, the transformation in equation (51) was still found 

to be necessary to stabilize the variance across groups. 

The discriminant analysis program was re-run, allowing XT 

alone to enter. Table 2.5-12 shows that no significant discrimi­

nation power remained in the excluded variables. 86.3% of the 

lakes were classified correctly along this axis. The analysis 

of variance in the second part of Table 2.5-12 illustrates the 

distribution of this variable across groups, using the entire 

data set. The overall F level of 162.3 can be compared with 

the levels for the original variables, which ranged from 3.3 to 

66.2 (Table 2.5-2). It seemed apparent that this canonical 

variable incorporated essentially all of the linear discriminating 

power of the variables in the analysis. 

Table 2.5-13 summarizes and compares the statistics obtained 

for the various discriminant runs. An important statistic 

characterizing the overall separation of the groups is Wilk's 

lambda, the multivariate analysis of variance statistic, which 

12 
has a possible range of zero to one . The analog of lambda in 
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Table 2.5-13 

Summary of Statistics Characterizing Discriminant Analyses 
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the univariate case is the within-group sum of squares over 

the total sum of squares. The smaller the value of lambda, 

the greater the separation of the groups. One minus lambda, 

also listed in Table 2.5-13 is an analog of R in a multiple 

regression analysis, in the sense that it is the multivariate 

version of the explained sum of squares over the total sum of 

squares. The "Total Percent Misclassified" has been computed 

from the total number of misclassifications and the total number 

of lakes, while, the "Average Percent Misclassified" represents 

the average of the percents misclassified for each group. The 

latter effectively normalizes the statistic for differences in 

the numbers of samples across groups. The statistics in Table 

2.5-13 provide a means of ranking the various models. They 

generally indicate that the L versus QS axes (Vollenweider*s 

second model) provide the most discrimination power of the three 

established models, while the functions derived from the stepwise 

analysis are superior overall. 

Using the entire sample of lakes, the functions derived 

above and Vollenweider's and Dillon's models, with original and 

optimal parameters, are compared in Table 2.5-14 and displayed 

in Figures 2.5-13 through 2.5-18. For each model and parameter 

set, Table 2.5-14 gives the loading equation used to classify 

the groups, the classification matrix, and percentage misclassi­

fications by group and overall. Two forms of Dillon's model have 
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been evaluated: one employing the observed retention coefficient 

and one employing the retention coefficient estimated according 

to Dillon and Kirchner's equation for R as a function of QS 

(equation (2.4-3)). 

Comparing the percents misclassif ied by group shows that the 

major effect of estimating optimal parameters for each model has 

been to reduce the errors in the mesotrophic group and to distri­

bute misclassif ications more evenly among the three trophic states. 

Generally, little effect on the total or average percents correct 

is observed as a result of estimating optimal parameters for each 

model, except in the case of Vollenweider's first model, for which 

the shift in line distinguishing eutrophic from mesotrophic lakes 

was relatively dramatic (Figure 2.5-13). Optimization of the 

parameters for the established models generally had more effect 

on the "dangerous" than on the "permissible" loading lines. The 

effect has been to raise the former. For instance, the mean 

outlet concentration separating mesotrophic from eutrophic lakes 

3 
according to Dillon's model was raised from 0.020 g/m to 0.027 

3 3 
g/m . The latter figure is closer to the value of 0.025 g/m 

recommended by the Environmental Protection Agency as a water 

quality criterion "to maintain conditions free of nuisance algal 

85 
blooms" 

The average percen t s misclassif i ed ranged from 14.5% for 
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4 Trophic State Prediction (continued) 

the model based upon the first principal component derived from 

the stepwise analysis to 38.9% for Vollenweider's first model 

with its original parameter values. Misclassification by more 

than one trophic state occurred only in the case of the latter. 

The analysis suggests that the L versus Z axes are clearly 

inferior to the other classification schemes examined. It is 

more difficult to distinguish among the remaining models, how­

ever. 

Using the estimated, as opposed to the observed retention 

coefficient, seems to have improved the performance of Dillon's 

model somewhat. Likewise, the stepwise discriminant analysis 

selected COEST instead of CO in deriving the optimal linear 

classification model for the data. If average outlet concentra­

tion, as an indicator of average lake concentration, is an 

important factor in determining lake trophic state, then the 

above results suggest that the estimated outlet concentrations 

(according to Dillon's equation or the model derived in the 

previous section) may be superior indicators of actual lake 

conditions than the reported values. As discussed previously, 

it is likely that significant errors exist in the NES estimates 

of the retention coefficients, because of the assumptions 

employed in converting the phosphorus balance observed for the 

year of sampling to an "average hydrologic year". The phosphorus 

retention models may act as filters by removing errors in the 
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2.5.4 Trophic State Prediction (continued) 

reported retention coefficient (or outlet concentration) data. 

This suggests that the evaluation of Dillon's model based upon 

observed retention coefficients may have been hampered somewhat 

by the quality of the data. 

The results of the stepwise analysis are presented on two 

sets of coordinate axes: COEST versus L (Figure 2.5-17) and 

L versus QS/(1-RE) (Figure 2.5-18). The fact that L entered 

significantly into the classification scheme after COEST is j 
i 

reflected by the slight downward slope of the classification lines 

in Figure 2.5-17. If these lines were horizontal, concentration 

alone would be significant. The apparent importance of both 

I. concentration and loading suggests that both the amount of nutrient 

available and the rate at which it is applied determine trophic 
i 

* 
response, although the latter is of relatively minor importance. 

The axes have been transformed in Figure 2.5-18 to isolate loading 

on the y-axis and to display the classification scheme in a manner 

similar to Figures 2.5-13 through 2.5-16, representing the other 

models evaluated. The fact that the discriminant lines in 

Figure 2.5-18 are nearly parallel explains the success of the ! 

first principal component in capturing most of the discrimination 

power of these varaibles. The horizontal axis in Figure 2.5-18 j 

can be interpretated as the areal removal rate of phosphorus per 
! 

unit of concentration: 
j 

* Another interpretation is that the canonical variable is more closely I 
related to spring overturn phosphorus concentration than is outlet I 
concentration alone; the former has been shown to correlate with I 
mid-summer chlorophyll concentrations (se Figure 2.5-11) j 
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Trophic S t a t e Predic t ion (continued) 

•-• g S
p _ = QS (1 + KT) = QS + KZ = QS + U (2.5-53) 

1 — KB ' 

where 

K = effective f irst-order decay 
coefficient (1/yr) 

- . 546 
= 0.824 T 

U = effective phosphorus settling 
velocity (m/yr) 

= KZ 

The settling velocity is a term first introduced by 

Vollenweider^^. The total removal rate is comprised of a 

flushing term, QS , and a sedimentation term, U . 

Subsequent analysis will deal with the discriminant model 

based upon the first canonical variable derived from the 

stepwise analysis. This model represents the best summary 

of these particular data. No notion of the general superiority 

of this model over the others investigated is implied, with the 

possible exception of Vollenweider's first model. The techniques 

employed below to interpret and apply the discriminant model 

could be applied equally as well to the other models or other 

data bases. 



Discussion of Misclassified Lakes 

One of the advantages of posing the lake trophic state 

estimation problem as a formal discriminant analysis is that 

the computed classification functions can be used to estimate 

the posterior probability that a given lake belongs to a given 

26 
class. The following formula is useful is this regard : 

p. . = — s (2.! 
XD " k fik 

E e X K 

k=l 

where, 

n. <= number of groups 

f.. = classification function value for 
lake i and group k 

p. . » posterior probably that lake i 
1 3 belongs to group j 

Table 2.5-15 lists the jackknifed probabilities for the 

misclassified lakes in the analysis based upon the first 

canonical variable derived from the stepwise analysis 

(Table 2.5-12). The probabilities provide means of assessing 

the severity of a given misclassification. For instance, 

Cayuga, reportedly mesotrophic, was misclassified as 

eutrophic by the discriminant model, but the computed 



Table 2.5-15 
Misclassified Lakes 
w 
^ w. Classification 6-1 Probabilities3 

Lake | & 0 M E 

Winnepesaukee 

Crystal 

Sacandaga 

Keuka 

Cayuga 

Clyde 

Leech 

Long 

Okanagan 

Pine 

Lower St Regis 

Conesus 

Bemidgi 

Powder Mill 

Bodensee-Obersee 

Zurichsee 

0 

0 

M 

M 

M 

M 

M 

M 

M 

M 

E 

E 

E 

E 

E 

E 

M 

M 

0 

0 

E 

E 

0 

0 

E 

0 

M 

M 

M 

M 

M 

M 

.456 

.144 

.890 

.996 

.010 

.003 

.504 

.797 

.002 

.618 

.135 

.009 

.073 

.001 

.003 

.031 

.542 

.830 

.110 

.004 

.493 

.256 

.494 

.203 

.205 

.382 

.840 

.501 

.854 

.547 

.771 

.756 

.002 

.026 

.000 

.000 

.497 

.741 

.002 

.000 

.794 

.001 

.026 

.490 

.074 

.442 

.197 

.213 

a - Jackknifed 
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Discussion of Misc lass i f ied Lakes (continued) 

p robabi l i ty l eve l s for the mesotrophic and eutrophic s t a t e s 

were 0.493 and 0.497, respect ively . Thus, t h i s misc lass i f i ca -

t i on was not a severe one. A more se r ious e r ro r occurred i n 

t h e case of Sacandaga, a reportedly mesotrophic lake which 

was estimated to have p robab i l i t i e s of 0.89 and 0.11 for the 

ol igotrophic and mesotrophic s t a t e s , r e s p e c t i v e l y . 

Pat terns in t h e lake misc lass i f i ca t ions have been compared 

with other res idua l p a t t e r n s in the a n a l y s i s , including those 

derived from the independent variable r eg res s ions in Table 

2.5-3 and from the phosphorus re ten t ion models. No cons i s t en t 

pa t t e rns were ev iden t . Possible sources of misc lass i f ica t ion 

e r r o r s include erroneous data , model e r r o r s , and non-steady-

s t a t e conditions. 

Errors could occur in both the dependent and the independent 

va r i ab l e s . Mistakes in the o r ig ina l ly - repor ted c l a s s i f i c a t i o n s 

represent dependent va r i ab le e r ro r s . The most severe m i s c l a s s i ­

f i ca t ion occurred i n the case of Keuka, c l a s s i f i e d by the EPA 

as mesotrophic, but which was assigned t o the oligotrophic c l a s s 

with a poster ior p r o b a b i l i t y of 0.996. Examination of the NES 

working paper on t h i s lake indicated no b a s i s for the mesotrophic 

c l a s s i f i c a t i o n . The lake had r e l a t i v e l y high transparency, low 

chlorophyll l e v e l s , and no evidence of hypolimnetic dissolved 

oxygen depression. I t i s not surpr i s ing t h a t most of the 

r 

f 
2.5.5 
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2.5.5 Discussion of Misclassified Lakes (continued) 

classification errors involved mesotrophic lakes, since a lake 

in this class could be misclassified in either of two directions. 

The misclassifications arising from errors in the originally-

reported trophic states might be traced to errors in data or 

in its interpretation. Errors of the latter type could be 

reduced by developing and applying a more objective classifica­

tion scheme, similar to Shannon and Brezonik's Trophic State 

73 Index . Another source of misclassifications is errors in the 

independent variables, i.e. in the estimates of phosphorus 

loading, hydraulic residence time, or mean depth. 

Model errors would occur in systems with particular char-

k acteristics which would tend to alter their behavior relative 

to other lakes. One such case is Powder Mill, a eutrophic pond 

with a residence time of 6.6 days and with extensive growths 

of aquatic macrophytes. 6The misclassification of the pond as 

mesotrophic may be due to the relatively rapid flushing of 

nutrients having less of a regulating effect upon the producti­

vity of rooted vegetation than upon the productivity of suspended 

phytoplankton. As noted in Section 2.2, lakes with aquatic weed 

problems generally do not conform to classification schemes 

developed for lakes dominated by algal productivity. Possible 

effects of nitrogen limitation in some systems may be another 

source of model error. 

( 



Discussion of Mlsclassified Lakes (continued) 

A third type of error would arise from non-steady-state 

conditions existing in systems whose nutrient budgets and/or 

biota had not fully responded to changes in trends in phosphorus 

loadings at the time of sampling. For instance, the under-

classification of New York State lakes Sacandaga, Keuka, and 

Conesus may have been due in part to the effects of detergent 

legislation which was being implemented in parts of New York 

at about the time of the NES sampling (1972). This might have 

influenced the phosphorus loadings, but the trophic states 

would not have had time to respond fully to any such changes. 

The under-classification of Bodensee-Obersee may have been due 

2 
to a similar effect. Loading values of 4 and 1.1 grams/m -yr 

93 95 
are given for this lake in Vollenweider' s 1968 and 1973 papers, 

respectively. If the difference in loading is not due to an 

error, the lack of response time may explain this misclassifi-

cation, since the latter loading value was used. 

92 

According to Uttormark and Wall's dynamic lake classifi­

cation scheme (Figure 2.2-1), the water quality of the under-

classified lakes would be improving and that of over-classified 

lakes would be degrading. Accordingly, the misclassifications 

in Table 2.5-15 would serve as a basis for selecting likely 

candidates for lake protection and renewal programs. Such 

decisions would be made, however, only after other possible 

sources of classification error had been eliminated. 
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2.5.6 Application Strategies 

The following section demonstrates the application of the 

discriminant model in a management context. The particular 

problem addressed is that of rationally selecting design value 

for an "acceptable" phosphorus loading for a given lake under 

conditions of uncertainty in the information used to formulate 

the problem. The particular management objective selected for 

the analysis is that the lake of concern be "non-eutrophic", 

i.e. mesotrophic or oligotrophic. The approach developed below 

could be applied equally as well to other possible objectives, 

such as achieving or preserving oligotrophic status. When there 

is uncertainty in the information or models employed in this 

type of design, probabilistic considerations become important. 

Under such conditions, the rational design basis is to satisfy 

a given probability level of achieving the management objective. 

The property that the discriminant model can be used to 

generate classification probabilities is particularly useful 

in this application. The principal component analysis of the 

stepwise discriminant model has reduced the classification 

problem to a single dimension. Using the results in Table 

2.5-12 and equations (51), (52), and (54), a probability can 

be assigned to any value of the canonical variable, X , 

according to: 

( 
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2.5.6 Application Strategies (continued) 

exp(fe) 
?(e s X ) = exp(f ) + exp(f ) + exp(f ) 

o m e 

f = -18.508 - 20.487 XT 
e 

f = -36.773 - 29.327 XT 
m 
f = -53.804 - 35.646 XT 
o 

XT = -X~'25 

X = L [QS/U-RE)]-' 8 1 4 7 

1 - RE = 1./I1. + -824 T*454] 

(2.5-55) 

Substitution of the corresponding exponential into the 

numerator of equation (55) would generate a probability for 

either of the other two trophic states from estimates of L , 

Z , and T . A plot of these probabilities against the base 

10 logarithm of X is given in Figure 2.5- 19. This plot 

clearly shows the separation of the trophic states according 

to the discriminant model. Figures 2.5-20 and 2.5-21 contain 

the same information plotted on log L versus log (QS/[1-RE]) 

axes. The lines in Figures2.5-20 and 2.5-21 correspond to lines 

of constant probability of eutrophy and oligotrophy, respectively. 

In a management context, the probabilistic interpretation of 

these lines renders them more useful than the "permissible" and 

( 
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Application Strategies (continued) 

"dangerous" lines employed in the Vollenweider plots. 

Suppose that the design basis were to be 95% sure that a 

given lake would be non-eutrophic. If there were no uncertainty 

in the variables needed to compute the value of X as a function 

of management strategy, i.e. in L , Z , or T , the rational 

loading allocation would correspond to the intersection of the 

0.05 line in Figure 2.5-20 and a vertical line at the value of 

QS/(1-RE) appropriate for the particular lake. An equivalent 

method would be to find the value of log X in Figure 2.5-19 

corresponding to a 0.05 eutrophic probability and to solve for 

the equivalent value of L . This has been done for eutrophic 

probabilities of 0.01, 0.05, and 0.10: 

4«?4 Rl5 
L ... = 0.0237 [QS (1 + 0.824 T** )]* (2.5-56) 
.01 

454 815 
L 0 5 = 0.0310 [QS (1 + 0.824 T )]* (2.5-57) 

454 Rl5 
L ,- = 0.0354 [QS (1+0.824T )] X (2.5-58) 
. Z0 

These equations could be considered design equations for cases 

in which there is no uncertainty in the loading, residence 

time, or mean depth estimates. 



Application Strategies (continued) 

When X cannot be specified exactly, however, the problem 

is somewhat more complicated. Uncertainty in X arises from 

sampling, measurement, and/or estimation errors in the estimates 

of L , T , and Z , all of which refer to mean quantities. 

This uncertainty is more precisely defined as the inability to 

exactly specify the X value which would result from the imple­

mentation of a particular management strategy. For instance, 

it would not be possible to exactly estimate the phosphorus 

removal efficiency of a future tertiary treatment plant. 

Existing or future non-point sources of phosphorus may be poorly-

defined and thereby contribute substantial uncertainty to the 

estimate of total phosphorus loading. The effects of changes 

in land use on non-point sources would likewise be difficult 

to predict with much accuracy. Uncertainty in X would also 

rise from errors in the estimates or measurements of hydrology 

(groundwater and surfacewater flows) and lake morphology. The 

total uncertainty in X measures the relative ability of the 

planner or designer to match the target value of X specified 

by the discriminant model, given the available information and 

control technologies. 

A first-order error analysis (Table 2.5-16) can be used 

to roughly estimate the error distribution of X from the error 

distributions of L , T , and Z . Clean estimates of the 

covariance matrix of L , T , and Z are difficult to obtain. 



( 
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Table 2 .5-16 

Firs t -Order Error A n a l y s i s for Est imates o f Canonical 

Variable X 

Original d e f i n i t i o n 

X = L [ Q S / ( 1 - R E ) ] - . 8 1 5 

In terms o f CI, QS, and Z : 

X=CIQS' 1 8 5 [ 1 + .824 Z-
454QS-4541-815 

From Expected Value Theory : 

3 3 
Var(X) a £ E ( f£ ) ( f£ ) Covty^y.) 

i=l j=l yi yj 

where: 

yx = CI 

y2 = Qs 

y 3= z 

Assuming Cov(y.,y.) = 0 for i ̂  j 

Var(X) m Var(CI) J2. Var(Z) , i a 5 , 2 Var(OS) 
2 2 2 .xo->/ 2 

X^ C I 2 Z Z QS^ 

CV.. 
2 • 2 

CV. CI 
+ a CV„ + ( a + .185) CV, 

QS 

where 

a = 
.305 Z ' 4 5 4 QS"' 4 5 4 

1 + .824 Z ' 4 5 4 Q S - 4 5 4 

r 
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2.5.6 Application Strategies (continued) 

The problem can be simplified considerably in cases in which 

the off-diagonal elements of the matrix can be assumed to be 

negligible. In order to reduce the importance of the off-

diagonal elements, the algebra in Table 2.5-16 has been done 

with X expressed in terms of Ci , QS , and Z . This 

roughly partitions the total error into a concentration, a 

hydrologic, and a morphometric component. Since each of these 

variables represents a mean value, the standard error of the 

population mean can be computed directly if the estimate is 

based directly upon independent observations. Consideration 

of measurement errors and subjective assessments of uncertainty 

by people familiar with the respective sampling and measurment 

problems can also be incorporated into the error estimates. 

Since QS and Z represent relatively easily-observable 

quantities, errors in these estimates would be expected to 

contribute relatively little to the total uncertainty in X . 

Accordingly, most of the uncertainty would generally be attri­

buted to the average inlet concentration estimates. Because 

the second deviation of X with respect to CI vanishes, 

higher-order terms in the expected value of X are insignifi­

cant and have been neglected. 

Techniques for estimating the error distribution of a 

loading or average inlet concentration estimate from continuous 

flow and grab-sample concentration measurements have been 
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2.5.6 Application Strategies (continued) 

c 
discussed previously (Section 2.3.2) . If loading has been 
estimated based upon tributary land use or population data, 

2 
the distributions of unit loading factors (e.g. g-P/m Urban 

Area-year) found in the literature could serve as a basis to 

approximate the variance of the average inlet concentration 

estimate. 

Derived from the equations in Table 2.5-16, an estimate 

of the coefficient of variation of X can provide a means of 

assessing the effects of this type of uncertainty upon the 

trophic state projection and upon the rational loading alloca­

tion. Two forms are suggested for the error distribution of X : 

{ normal and log-normal. The former seems appropriate in the sense 

that X represents an estimate of a mean quality, the distribution 

of which would tend toward normality as sample size increases. The 

latter has the desirable and realistic property of postivity and 

probably more adequately reflects the distributions of the measure­

ments employed in estimating L and QS . The calculations outlined 

below have been done for each of these assumed distributions. 

Assume that the error distribution of X can be described by 

A 

completely by the two parameters X and S* . The following 
A 

multiplicative rule can be employed to combine the trophic 

state and error distributions: 

f 
P<«:X,S-> = p(e,!() • p(X:X,SO) (2.5-59) 
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2 . 5 . 6 Appl i ca t ion S t r a t e g i e s (continued) 

The p r o b a b i l i t y o f a eutrophic s t a t e c l a s s i f i c a t i o n , g iven X 

and S" , equals t h e p rob ab i l i t y o f the c l a s s i f i c a t i o n , given 
A 

X (equation (55)), times the probability of X , given X 

and S" . This equation can be evaluated by substituting the 

expression for the probability density function of X according 

to the assumed distribution and integrating over all possible 

X : 

For normal X : 

" 2 

_I<M) 
p(e : X,S*) = Q P<e « x> i ^ e 2 S X d X (2.5-60) 

A 

For lognormal x : 

! l^ogX-logXj2 

p ( e : X , S * ) = /"°p(e ;X) A / ^ e 2 S logX d logX (2.5-61) 
-<x> l o g X 

1 
From t h e theory of t h e lognormal d i s t r i b u t i o n 

s ^ ^ * / l n ( l + C v 2 ) / 2 . 3 0 3 (2.5-62) 
logX X ' 

£gX - l o g X - H ^ g X (2-5"63) 

CVX = S"/X (2 .5-64) 



Application Strategies (continued) 

Equations (60) and (61) have been integrated numerically using 

Simpson's rule and the results are presented in Tables 2.5-17 

and 2.5-18. Tables 2.5-19 and 2.5-20 present corresponding 

results for the oligotrophia state. Mesotrophic probabilities 

can be determined by difference. Essential aspects of these 

tables are summarized in the contour plots of Figure 2.5*22. 

The probabilities have been evalued for X values ranging from 

0.006 to 0.25 and CV£ values from 0. to 0.8. At CV = 0., 

the results correspond to the curves in Figure 2.5-19. As the 

coefficient of variation of the X estimate increases, these 

curves spread out and the trophic state distinctions become less 

clear, as is evident in Figure 2.5-22. 

At low probabilities of eutrophy, the effect of uncertainty 

in X is more pronounced' for the lognormal distribution as 

compared with the normal distribution. This reflects the 

skewness of the former toward high X values. Because of 

this aspect, the lognormal tables and contour lines are more 

conservative than the normal ones. The normal tables and lines 

are probably more appropriate for use when the estimate is 

based upon a large number of direct measurements and is rela­

tively well-defined. 

The above results can be used to estimate the effects of 

uncertainty in X on the design value which satisfies a given 
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c Eutrophic P r o b a b i l i t i e s for Normal Er ro r Dis t r ibut ion of X 
Coefficient of Var ia t ion of X 

log1QX X 0 .0 .05 .10 .15 .20 .30 .40 .50 .60 .70 .80 

- 2 . 2 0 0 0 0 . 0 0 6 3 1 
- 2 . 1 8 0 J 0 . 0 0 6 6 1 
- 2 . 1 6 0 0 O . U 0 6 9 2 
- 2 . 1 4 J 3 3 . 3 3 7 2 4 
- 2 . 1 2 0 0 O . 0 0 7 5 9 
- _ . I U U U O . 0 0 7 9 4 
- 2 . J U 3 3 3 . 0 ) 8 3 2 
- 2 . 0 6 0 0 O . 0 C U 7 1 
- 2 . 0 4 0 0 0 . 0 0 9 1 2 
- 2 . 3 / . U U O . C C 9 S 5 

- 2 . L U U 0 O . 0 1 U 0 U 
- 1 . 9 U 3 ) 3 . 3 l ) ' » 7 
- 1 . 9 6 0 0 0 . 0 1 0 9 6 
- 1 . 9 4 0 0 U . 0 U 4 B 
- 1 . 9 2 3 ) J . 3 1 2 ) 2 
- 1 . 9 O 0 0 0 . 0 1 2 5 9 
- f . d U O O 0 . 0 1 3 1 8 
- 1 . 3 6 U O 0 . 0 1 3 8 0 
- 1 . 8 4 0 0 O . U 1 4 4 S 
- 1 . 8 2 3 ) J . 3 1 5 1 4 
- l . d O U O 0 . 0 1 5 0 5 
^ l i / H O O O . 0 1 6 6 0 
-l./uY)~J.)l730 
- l . / t J J 0 . 0 1 0 2 0 
-LtliOO U . U 1 9 0 6 
7 1 . 7 1 . 0 0 0 . 0 1 9 9 5 
- l . u d u j O . G 2 C 8 9 
- l . o o j ) J . ) 2 1 B 8 
-l.utSU U . 0 2 2 9 1 
- 1 . 6 2 J O u . 0 2 3 9 9 
- l . o J J J 3 . 3 2 5 1 2 
- l . - j d u o O . O i b J O 
- 1 . J 6 ) ) 3 , ) 2 7 5 4 . 

:_i_.».4uo_.p..u2e n.4 
- 1 . 5 < ! U 0 b , 0 3 0 2 0 
- 1 . 5 1 . 3 0 O . U 3 1 6 2 
- 1 . 4 0 u J U . 0 ) 3 1 1 
- l . f o O O 0 . 0 3 4 6 8 
- l . ' i ' . O O 0 . 0 3 6 3 1 
.=_"...._«; ) . ) . . J . J'3» )2.. 
-i.'.uOU "o.C39dl 
-l.lOOO u.04169 
-l.)uj) 3.04365 
-1.J4JO 0.04571 
-l.»2u3 J.3473/ 
r-LUPJ >i_o, Q 50.12 
- l . t t j o o u . 0 5 - 4 8 
- 1 . 2 6 3 3 3 . 3 5 4 * 6 
- 1 . 4 : 4 3 0 0 . 0 5 7 5 5 
- 1 . 2 & 0 U 0 . 0 6 0 2 o 
- l . i O J U J . U 6 3 1 0 
- 1 . 1 H O P O . 0 6 6 0 7 
- 1 . 1 6 3 3 0 . J 6 9 1 9 
- 1 . 1 4 0 0 O . L 7 2 4 5 
- I . U O U O . C 7 5 U 6 
- 1 . 1 J 3 3 3 . 3 7 9 4 4 
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Table 2.5-18 

Eutrophic Probabilities for Lognormal Error Distribution of X 

log1Q X 

Coefficient of Variation of X 
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O.OOUO O.UOOO O.OOOU U.OOJOO.0001 0.0003 0.0009 0.002S 0.0053 0.0093 0.0142 
O.OOJO U.OOOO O.OUOU O.OUOU 0.0001 3.3334 3.J312 3.J331 3.3364 3.3113 3.3164' 

' V.couo'u.uObd'o.buuu'u'.uuor'u.'oubi b.bou5°"oVooi6~'o.uoi9 0.00*8 '0.0130 0.0190 
O.OOUO 0.0000'0.0001 O.U001 0.0002 0.000' 0.O021 0.0049 0.0094 0.0152 0.0218 
J.3331 3.3331 3.3331 3.3332 3.3333 3.3311 3.3327 3.0361 3.3113 3.3178 3.0251 
O.UOUl 0.0001 0.0002 0.0003 0.0004 0.0013 0.0035 0.0076 0.0136 0.0208 0.0287 
U.0UU2 U.U002 0.0J03 0.0004 0.0006 0.0018 0.0045 0.0094 0.0162 0.0242 0.0327 
i.J3i3 3.3333 i.HH, 3.3336 3.0009 0.0024 0.0058 0.0115 0.U192 0.0280.0.0372 

~a.00U°4""j'.'U0'O4" 0.0006 0.0008 0.3013 0.0033' 0.0074 0.0141 0.0227 0.0324 0.0422* 
0.UC06 0.0007 U.00U9 0.0U12 0.3318 J.3343 U.3394 1.3171 3.3267 3.3372 3.3477 
C.UCU9 0.0U10 0.0013 0.0017 0.0U25 0.0057 0.0117 1.0206 0.0313 0.0427 0.0538 
0.0014 0.0015 0.0018 0.0024 0.0035 0.0075 0.0147 0.0248 0.0366 0.0487 0.0604 
i.iiii 3.3321 3.3326 3.3334 1.3348 3.3197 0.3182 3.3296 3.3425 3.3555 0.0677 
C_tC29 0.0031 0.0036 0.0047 0.006* O.Ol25_0.O224 0.03S2 0.0492 0.U630 0.0757 
O.0C410.OO43~b.b05l"0.001.4"0".jb86 0".0160 0.0275 0.0417 0.0567 0.0712 3.3843 
3.3357 i.iibi J.3373 3.0087 0.0114 0.0203 0.0334 0.0491 0.0651 0.0802 0.0937 
U.007'3 U.OOOJ 0.0095 0.0117 U.0150 0.0255 0.0404 0.0575 0.0744 0.0900 0.1038 
C.C1UU 0.0113 0.0128 3.1155 3.3195 3.3319 '3.348o 3.3669 3.3847 3.1338 3.1147 
0.014O 0.0152 0.0171 U.0204 0.0252 0.039V 0.0500 U.0776 0.0960 0.1124 0.1264 
O.J195 0.U2O2 0.U225 0.0265 0.0323 0.0487 0.U689 0.0695 0.1085 0.1249 0.1388 

™3. 125B'"3. 3267 3.3295 "3.3343 3.3413* 3.3595 3. J812~3.1327 3.1223 3.1384 0.1521 
0.0338 0.0349 0.0382 0.0438 0.U516 U.0721 0.0952 0.1173 O.l3o7 0.1529 0.1662 

. 0.0438 U.U45I J.0491 U.U556 0.0644 0.0868 0.1109 0.1333 0.1525 3.1683 3.1811 
3.35u3 3.357* 1.0624 0.JU98 0.0797 0.1036 0.12U4 0.1507 0.1695 0.1847 0.1968 
0.0717 0.0735 0.0786 0.0B69 0.0976 0.1227 U.1477 0.1696 0.1876 0.2020 0.2133 
0.C9J5 0.0924 3.3982 3.1372_3. 1185 3.1442_3,1689_ 3.1933 3.2369 3,2233 '3.2336 

" o . ' l l J O O . U i l 0.1213 b".i'308 0~.'l425' 0.1601 0.1920 0.2118 0.2274 0.2394 0.2486 
0.1397 0.142U 0.1484 0.1581 0.1698 0.1945 0.2168 0.2349 0.2489 0.2594 0.2674 
J.1739 1.1732 3.1796 3.1091 3.2333 3.2233 3.2435 3.2394 0.2714 0.2803 0.2868 
0.1C67 0.2CU9 0.215U 0.2238 0.2340 0.2544 0.2718 0.2C51 0.2949 0.3019 0.3068 
0.2471 0.249U 0.2544 0.26*1 U.2707 0.2876 0.3016 0.3119 J.3192 3.3242 3.3275 
3.2918 0.293-' 0.2975 0.3035_0,31U2 0., 322.8 _0.332 7 vi 3398 0.3444 0.3472 0.3486 
0".J4oU "0.3410*0.3438 0.34/7. 6.3518 0.3595 0.3651 0.3t>85 U.37U2 0.3707 0.3703 
0.3911 3.3914 3.3925 3.3939 3.3953 J.3974 3.3983 J.3979 3.3966 3.3947 3.3923 
0.44J9 0.4435 u.4427 0.4414' 0.4400 0.4363 0.4322 0 42 79 0.4234 0.4190 0.4147 
0.4973 0.4962 0.4934 0.4896 0.4851 0.4756 0.4666 0.4502 0.4506 0.4437 0.4373 
3.5533 J.54U3 3.543U J.5374 J.5332 3.5153 3.5011 0.4888 0.478U 0.4685 0.4601 
0.6CU9 0.5987 0.5927 0.5843 0.5745 0.5541 0.5355 0.5193 0.5054 0.4935 0.4831. 
0.6492~'o.6465*0."6395 d~62'9J U.6174 0.5924 3.5695 J.5496 3.5328 J.5184 3.5361 
0.6940 0.6911 0.6833 0.6719 0.6584' 0.6296 0.6020 0.5796 0.5600 0.5433 0.5290 
0.735U 0.732U 0.7238 0.7117 0.6971 0.6653 0.6353 0.6u91 0.5868 0.5679 0.5518 
3.7718 3.76UC 3.7637 0.7483 3.7332 3.6993 0.6667 3,6378 3.6132 3.5923 J.5745 
U.8045 0.8016 0.7937 0.7816 0.7663 0.7314 0.6967 0.6657 0.6390 0.6162 0.5968 

_O.B332_O.03O5 0.8231 0.8114 0.7965 0.7613 0.7254 0.6926 0.6641 0.6397 0.6188. 
3".~8~58~1 3.655~6~"3.8~488~3~8'38'3 3.8237 3.7890 0.7525 0.7185 0.6885 0.6627 0.6405 
0.E796 0.8774 U.8712 0.8613 0.8480 0.8144 0.7779 0.7431 0.7120 0.6850 0.6616 
0.8980 0.8960 0.8906 0.8816 0.8694 3.8375 0.8315 3.7665 0.7346 3.7366 3.6823 
0.9137 0.9120 0.9072 0.8993 0.8882 0.8583 0,8234 0.7885 0.7562 0.7275 0.7023 
U.9271 U.9256 U.9214 0.9144 0.9045 0.877U 0.8436 0.8091 0.7767 0.7475 0.7218 

.3.9304 3.9371 3.9335 3.9274 3.9187 3.8936 3.8623 0.6284 3.7962 3.7668 3.7435 
0.9479 0.9468 U.9438 0.9385 0.93U9 0.9083 0.8787 0.8463 0.8145 0.7851 0.7586 
U.9559 0.9551 0.9524 0.9479 0.9413 U.9212 0.8937 0-8628 0.8317 0.3025 0.77S9 
3.9627 3.961<> 3.9597 3.9559 3.9502 0.9324 0.9072 0.8779 0.8478 0.8190 0.7925* 
U.9684 0.96/7 0.9659 U.9626 0.9577 0.9422 0.9193 0.8918 0.8628 0.8346 0.8083 
0.9732 0.9726 0.9711 0.9683 0.9642 3.9536 J.9333 3.9344 3.8767 3.8492 3.8233 
0.9773 0.976b 0.9755 0.9731, 0.9696_0.9J79.0.9394_p.915U 0.8895 0.8629 0.8375. 
0.9807 0.9802 ~0.9791* 0.9772*1).9742 0.9641 0.9478 0.9260 0.9012 0.8757 0.8509 
3.983b 3.9832 3.9823 J.9836 3.9781 J.9695 3.9553 3.9352 3.9123 3.8876 3.8635 
0.9860 0.989O 0.9849 U.9U35 0.9814 0.9740 0.9613 0.9434 0.9218 0.8986 0.8754 
U.SfadO 0.9877 0.9871 0.9859 U.9841 0.9779 0.9668 0.95U7 0.9307 0.9088 3.8865 
3.9098 3.9095 3.9393 J.988U 0.9865 0.9812 0.9716 0.9571 0.9388 0.9182 0.896S 
0.9912 0.991C 0.9906 0.9897 0.9885 jU.98*U 0.9757_0.9628 0.9460 0.9268 0.9069. 
0f9925~ 0.9923 0.9319 3.99i2").993l 3.9863 3.9792 3.96 78 3.9526 3.9346 3.9154 
C.9SJ6 U.V933 0.9930 0.9925 0.9916 0.9883 0.9822 U.9722 0.9584 0*9418 0.9236 
0.9945 0.994J 0.9940 0.9935 0.9928 0.9903 0.9848 0.9760 0.9636 0.9482 0.9312 
3.9952 3.9953 3.9948 3.9944 3.993H 3.9915 '3.9873 3.9794 3.9682 0.9541 0.9382 
0.9959 0.9957 0.9955 0.9952 0.9946 U.9427 0.9889 0."H23 0.9723 0.9594 0.9445 
0.99o4 0.99bJ (.9961 U.9958 0.9954 0.99*7 0,9905 O.?o4f|. U.9759 3.9642 1.9534. 
'3~9969 j.996d '.9966 U.9964 0.9960 0.9946 0.9919 0.9669 3.9791 0.9684 0.9597 

_2.lt.lJ
-l.li.iJU
oioboo~b.oo6b~o.oouo
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Table 2.5-19 

Oligotrophia Probabi l i t ies for Normal Error Distribution o f X 

Coefficient of Variation of X 

r 

log1 0x x 0.0 .05 . 10 .15 .20 .30 .40 .50 .60 .70 .80 

- 2 .2000 
-2 . IBJO 
-2.1UJ3 
-2 .1400 

-2,.10 J J 
-2 .0000 
-2 .JoJ 3 

U.CC631 
_>. 0 0 6 6 1 . 
3.'33692 
0 . 0 0 / 2 4 
0 .00759 

.U.0C794. 
O.0C8J2 
J . 3 J 8 7 1 . 

0.9953 0 .9953 0 . 9 9 4 8 0.9942 0.9931 C.V899 0.9800 0.9610 0 .92 *7 0 .8849 0.8511 
JU1'*0*33.-M..5s'.MA.J*i?^?_Oi5L?.i.3_p..9.aZ3ju_,97.6A.0,94.B.?...OL.?.233_3,a783 3. a*?.". 
3.9925 0*9922 0 .9916 0.9905 0.9889 0 .9842 0.9723 0.9511 0.9163 0.8700 0.8340 

„ 0.9933 0.9901 0 . 9 8 ) 2 0.9879. 0 .9863. .0 .9803 0.9673 0.9447 0.9086 0.8610 0.8239 
0.9877 3.9873 0 .9863 3.9847 3.9824 3 . 9 / 5 6 3.9612 3.9372 3.8997 3.8539 3.8126 

.. 0.9843 0 .9839. .0 .9827 0.9807 0.9779 0 . 9 6 9 9 0.9540 0.9285 0.8896 0 .8395 0.8002 
C.9801 0.9795 0 . 9 7 8 1 0.9757 0.9724 0 . 9 6 3 0 0.9456 0.9185 0.8792 0.8269 0.7067 
3.9748 3,9742 3 .9724 3.9696 3j_l_5.L_3..9S4_J 3jt9357_0t.907l_0.86b4 0 .8131 0,7?2Q 

-^.U4U0 C.CC912 0.9683 0.9675 0 .9654 0.9621 0.9575 0 . 9 4 4 8 0.9243 0.8941 0.8512 0 . 7 9 7 9 0 . 7 5 6 2 
- 2 . 0 2 J 0 O.00955 . C.9602 0.9593 0.93O9 0.9530 0.9477 0 .9336 0.9112 3.8796 3.8356 3.7816 3.7394 
- 2 . J J J J J .J1333 C.9504 0.9494 0 .9466 0.9421 0.9360 0 . 9 2 0 2 0.8963 0.8635 0.8186 0 .7640 0.7216 
- 1 . 9 8 0 0 0 . 0 1 0 4 / 0.9384 0.9373 0 . 9 3 4 1 0.9289 0.9222 0 .9048 0.8795 0.0457 0.8002 0 .7454 0.7029 
- 1 . 9 6 0 0 0 .0109b 3.9243 3.9227 3 .9191 3.9134 3.9363 3.8U73 3.8638 0.11264 3.7835 3.7257 3.6833 
__._?400 0 .01148 0.9067 0.9053_O_»014 0.8952 4 i d972_0 .8674 0.8402 0.8054. 0,.7596 0.7050 0.6631 
-A .920J 0 .01202 0.8863~6.dd"4 8 O.8806 0.d740~0.8656 0^8452 0.8177 6.7830 0.7376 0 .6835 '0 .642V 
- 1 . 9 0 0 0 O.01259 0.8b23 0.8608 0 .8564 0.8497 0.8411 0 .8206 0.7934 0.7592 0.7143 0 .6613 3.6239 
- 1 . 6 0 ) 3 3.31318 3 .8346 '3 .8331 3.8288 3 .0221 0.8137 0 .7937 0.7674 0.7342 0.6906 0.6384 0.5992 
- l .JUUU U.01380 0.8030 0.d015 0 .7975 0.7913 0.7834 0 . 7 6 4 7 0.7398 0.7001 0.6659 0 .6152 0.5772 
- 1 . 8 4 0 0 O.G1445 0.7674 0.7662 0 . 7 6 2 7 0.7572 3.7533 3 .7336 3.7138 3.6731 3.6437 3 .5916 3.5551 
-1.U2UU U. 01514 .0.7281 0.7271 O. 7245 .0.7202 0 , 7 1 * . / 0 .700d .0.6806. 0.6533 0.6077 O.S678 0.5330 
- l . o . O J U.01585 0.6893 0.6840 "0.6"d32 0.6805 0.6767 0.6O65 0.6496 0.6250 0.501B 0.5440 0.5109 
- 1 . 7 3 3 3 3 .31663 3.6397 3.6396 3.6394 3.6386 3.6J73 3 .6313 3.6178 3.5964 3.5632 3.5232 0.4B90 
- l . / o O u O.01738 0.5919 0.5924 0 .5937 0.5951 0.5950 0 .5947 0.5056 0.5597 0.5373 0 .4966 0.4674 
- 1 . / 4 0 0 0 .01820 0.5429 0.5439 0 . 5 4 6 8 u.5504 0.5539 0 .5579 0.5533 0.5390 0.5115 0 .4734 3.4462 
- 1 . 7 2 3 3 3 .31936 3.4935 3.4951 3 .4996 0.5055 0.5116 0 . 5 2 1 0 0 .5211 0.5105 0.4862 0.4505 0.4254 
- 1 . / U U 0 O.U1945 0.4448 0.4469_p f4.52 / 0.46.33 .0_4A9>. .0.4844._O..4892_0.4a25 0.4612 0 . 4 2 0 1 . 0 . 4 0 5 1 . 
-1.OU00 O.02C89 0 .39 /b 0.4000 0 .4073 3 .417) 3.4282 3 .4483 3.4578 3 4553 3.4369 3.4363 3.3053 
- l . O u u u 0 .02188 0.3524 0.3552 0 .3o32 0.3748 0.3881 0 . 4 1 3 1 0.4272 0.4282 0 .4132 0 .3850 0.3662 
-1 .U40J U . 0 - 2 9 1 0.3102 0.3132 0 . 3 2 1 7 0.3346 0.J496 0 . 3 7 9 1 0.3976 0.4022 0.3902 0 .3645 0.3476 
- 1 . 6 2 3 3 3 .32399 3.2712 3.2742 3 .2031 3.2967 3.3131 3 .3465 3.3693 3.3771 3.3680 0 .3447 0.3298 
- l . u O J J 0 . 0 2 5 1 2 * 0 .235 / 0.23Bt U.2475 0.2614 0.27dd 0 .3154 0 .3415 0.3530 0.3466 0 .3256 0.3126 

^ _ _ . B 0 3 _ U . 0*630 0.2036 0.2065 . 3 . - 151 0..^290_0,446.9„0.2860..0j.3l54..0.3i99 0 .3261 3 .3373 .3 .2961 . 
- 1 . 3 6 3 3 J .J2754* 3.1753 3 . 1 7 7 / 1.1059 0.1995 0.2175 0 .2584 U.2906 0.3079 O.JOoa 0 .2898 0.2803 
- l . 5 4 o u 0 . 0 2 8 8 4 0.1497 0 .1522 0 . 1 5 9 8 0.1728 0.19J6 0 . 2 3 2 6 0 .2671 0.2U7O 0.2879 0 .2731 0.2652 
-1 .3 -UU U .uJ -20 0.1275 0 .1297 1.1367 3.1489 3.1662 3.23t>7 3 .2451 3.2672 3.2732 3.2572 3 .25 )8 
- 1 . 5 0 0 0 O .031 -2 0.1081 0 .1101 i ) . .164 0.1277 0.1442 0 .1866 0.2245 0.2485 0.2534 0 .2420 0 .2371 
- 1 . 4 J 0 0 0 . 0 3 3 1 1 0.CS12 0.0930 I . .0987 3.1U90 0.1243 0 .1663 0.2053 0.<309 0.2375 0 .2277 0.2241 
- l . - . b 3 3 3 .JJ468 3.3766 ).3782_ 3,3032 .3,3.926.. 3. I 37 )_ .3 . l47tf_3.1874_3. 2144. 0,2225, 0 .2141 0.2118 
- l . t t J j 0.6jl.il 0.0640 0.0654 0 .069d 0.0732 O.OOla 0 .1310 0 .1708 0.1910 0.2084 0 .2012 0.2000 
-I."..JOJ 0 .3J302 0.0532 0.0544 0 . 0 3 8 3 O.Ou57 0.0730 0 . U 5 u 0.1556 0.1846 3.1951 3 .1891 3.1893 
- 1 . 4 3 3 ) 3 . 3 3 9 8 1 3.3439 0 .0450 0 .0484 0.0550 0.0661 0 . 1 0 * 1 0.1415 0.1711 0.1826 0 .1777 0.1785 
-1.3U0O 0 .04169 0.0360 0.0369 0 . 0 3 9 9 0.0457 0.3557 0 .0d98 U.1286 0.1587 0.1710 0 .1669 0.1686 
- 1 . J 0 0 0 0 . 0 4 3 6 5 0.0293 3 .3331 3 .3327 3.3378 3. )468 3 .3768 3.1168 3.1471 3.1631 3.1568 3.1592 
- l . X ' J O . 0 . 0 4 5 7 1 0..0247 0.0244 1..O.266..0.P3l.t.QjjJ3.9.0..0,O(i20_OJI 1061.0,I3t>3_0.1498 0 .1472 .0 .1504 
- 1 . J 2 0 0 0 . 0 4 7 8 7 O.C190 0.0196 0 . 3 2 1 5 0.0254 0.0324 0 .0603 0 .0962 0.12o4 0.1403 0 .1J83 0.1421 
- 1 . 3 3 3 ) 3 .35312 3.3151 3.3156 3 .3173 3 .32 )6 3.3268 3 .3526 3.3873 0 . U 7 2 0.1314 0 .1299 0.1343 
- 1 . 2 8 3 J u .05248 0.0118 0.0123 O.0137 0.0166 0 .0 *23 0 . 0 4 5 3 O.0792 0 . 038 0 .1231 O.1220 0.1269 
- 1 . 2 6 0 3 0 . 0 5 4 9 6 O.0C92 0.0096 0 . 0 1 0 8 0.0133 0.0180 0 .0399 3.3719 3.1J39 3.1154 3.1146 3.1199 
-1 .2433 3 . 3 5 / 5 5 0.0071 0.0074 O.O085 0.0106 0.0147 0 . 0 3 4 6 0.0652 0.1937 0.1032 0 .1077 0.1133 
- 1 . - 2 0 0 0 . 0 6 0 2 6 0,0055 0 .0057 0 . 0 0 6 6 0.0083_0.3119 0.03C1_U.0593. 0.3d71 0.1015 0 .1013 0 .1071. 
-1 .2UJJ O.06313 } ' .3 )42~3.3)44 3 . 3 3 5 1 3.3365 3.3396 3 .3261 3.3538 3.3813 3.3953 3.3952 3.1313 
- 1 . 1 8 J 0 0 . 0 6 6 0 7 . 0 . 0 0 J 1 0.0033 0 . 0 0 3 9 0 .0051 0.0077 0*0227 0.0490 0.0754 0.0095 0 .0895 0.0958 
- 1 . . 0 0 J 0 . 0 6 9 1 9 0.00.14 O.0025 0 . 0 0 3 0 0.0039 0.0061 0 . 0 1 9 7 0.0445 0 .0 /02 0.0841 0 .0841 0.0907 
- 1 . 1 4 3 ) 3 . 3 7 2 4 5 . 3.3318 3.3319 3 .3322 3 . 3 ) 3 ) 3 . 3 3 4 9 . 0 . 0 1 7 1 0.0406 0.0655 O.0791 0 . 0 7 9 1 0.0859. 
- 1 . 1 2 0 0 0 . 0 / 5 8 6 0.0013 O.0014 0 . 3 0 1 7 0 .00*3 0.0038 0.U149 0.0370 0.0611 0.0744 0 .0743 0.0814 
_-lt_t ".OOP O.C7944 O.poiO O.001Q...O .0Jl3..O.O018_0.,Oj0A)_3...31j»9....)^333P..3i..35 7i_. 3. 37 33 3 . 3699 3.. 3772. 
- l .OdOJ O.C8318 O.C007 0.0008 O.0309 0.J013 0.0024 0 .0113 D.0309 0.0534 0.0b59 0 . 0 6 5 7 0.0732 
- l . b b U O . 0 . 0 6 7 1 0 0.0005 0.0006 0 . 0 0 0 7 0.0010 0.0013 0 . 0 0 9 8 0.0283 0.0300 0.0621 0 .0618 0.0696 
- 1 . 3 4 3 3 3 . 3 9 1 2 1 ).3))<, 3.3334 3.3335 3 .33)8 3.3314 3 . 3 ) 8 6 3.3259 3.3469 3.3586 3 .3582 3 .3661 
-4.02uJ„.O.09591 . . . 0 .0003 0.0003 O.0004 O.O0U6 0.3011 .0 .0075 0.0238 0.9440 0.0553 0 . 0 5 4 8 0.0629 
- I . ( . 0 0 0 O. 10001 O.C0J2 O.0002 O.0003 3.0004 0.0009 0 .0360 0.0219 0.3413 0.0522 0 .0516 0.3599 
-il.VliJ} 3 .13472 3.3332 3 .3 )32 3.3))i 3.3003 0.0007 0 .0058 0.0201 0.0339 0.0493 0 .0486 0 .0571. 
-0.960O 0.1C965 0.0001 0 .0001 0 . 0 3 0 2 0.0032 0.3005 0 . 0 0 5 1 0.0186 0.0366 O.0467 0 .0459 0.0544 
_2.9430._U. 11482 0.0001 0.0001 J . 0 3 0 1 3 .33 )2 ) . 3 )34 3 .3346 3.3171 3.3345 3.3442 3.3434 3.9518. 
-C.V2JJ o".T2d23 0.CC01 0.0001 0 . 0 0 0 1 O.OOOl' 0'.'366'3"~6.004'."O.Oi59 0.0326 0.0420 0 . 0 4 1 0 0.0493 
-0 .9033 0 . 1 2 5 9 0 O.OOul 0 .0001 0 . 0 0 3 1 0.0031 0.3002 0 .0036 0.0147 0.0308 0.0399 0 .0388 0.0469 
-3 .88J3 J .12183 " 3 . 3 ) 3 ) 3 .3 )33 3 . 3 3 3 ) 3.3331 3.3332 3.3)3} 3.3136 3 .3 .91 3.3336 0 .0368 0.0445 
-U.doOO 0 . 1 3 8 0 5 0.0000 0.0000 0 . 3 3 3 0 0.0031 0.3001 0 . 0 0 2 / 0 .0126 0.0275 0.0361 0 . 0 3 4 9 0.0422 
-uTuVOK 0 .14455 OYOOOO'O.OOOU U.0300 O.000O~67000l"'u.'OO__''6'.0il'7 6.3261 0.0345 3 .3332 3.3399 
- ) . d * 3 ) 3 . 1 5 1 3 7 3.3})) ).)))) J . 3 3 0 0 0.0030 0.3031 0 . 0 3 - 3 0.0109 0.0247 0.0329 0 . 0 3 1 6 0.0377 
-"U.OOUJ 0 . 1 5 8 5 0 O.UOUO 3.0UU0 0 . 0 3 3 0 0.0030 0.0001 0 .0019 0.0102 0.02J4 0.0315 0 . 0 3 0 1 0.0355 
- 0 . 7 8 0 . 0 . 1 6 3 9 / O.COUO 0.0000 a.0))3 ).)))) ).)))) 3 .3319 3.3395 3.3222 3.3332 3 .3286 3.3334 
- . . 7 o 0 3 J . 1 7 3 / 9 C.COuO it.0003 U.0030 0.0000 0.0000 U.O015 O.00B9 0.0210 0.0289 0 .0272 0.0314 
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Figure 2.5-.22 

Contour Plots of Trophic State Probabilities vs. X and Coefficient 

of Variation of X for Normal and Lognormal Error Distributions 



Application Strategies (continued) 

probability of eutrophic classif ication. Tables 2.5-21 and 

2.5-22 have been derived by interpolating Tables 2.5-17 and 

2.5-18, for the normal and log-normal distr ibutions, r e s ­

pectively. Rows in each table represent constant probability 

leve ls , ranging from 0.01 to 0.2, as given in column one. 

The second column indicates the values of X corresponding 

to the various probabi l i t ies , assuming that X can be specified 

exactly, i . e . CVV = 0 . . The remaining columns indicate the 
A 

percent reduction in the design values of X which would be 

necessary to account for the increasing uncertainty leve ls . 

The tables indicate that the cost of t h i s uncertainty 

generally increases with decreasing design probabil i t ies. 

Uncertainty costs are higher for the lognormal dis t r ibut ion. 



Table 2.5-21 

Effect of Uncertainty in X on Rational Design Values for Lognonnally 
Distributed Errors 

. Coefficient of Variation of X Estimate 
p(e) X .05 .10 .15 .20 .30 .40 .50 .'60 .70 

.01 

.02 

.05 

.10 

.20 

.0237 

.0264 

.0309 

.0354 

.0414 

-0.7U 

-0.6 

-0.5 

-0.4 

-0.3 

-2.7 

-2.4 

-2.0 

-1.7 

-1.0 

-5.7 

-5.2 

-4.4 

-3.5 

-2.3 

-9.7 

-8.8 

-7.4 

-5.9 

-3.8 

-19.2 

-17.4 

-14.5 

-11.5 

-7.2 

-29.1 

-26.3 

-21.9 

-17.3 

-10.8 

-38.2 

-34.7 

-28.9 

-22.9 

-14.3 

-46.1 

-42.1 

-35.2 

-28.0 

-17.5 

-52.8 

-48.4 

-40.7 

-32.5 

-20.3 

Table 2.5-22 

Effect of Uncertainty in X on Rational Design Values for Normally 
Distributed Errors 

Coefficient of Variation of X Estimate 
p(e)a X .05 .10 .15 .20 .30 .40 .50 .60 .70 

.01 

.02 

.05 

.10 

.20 

.0237 

.0264 

.0309 

.0354 

.0414 

-0.6C 

-0.5 

-0.5 

-0.4 

-0.2 

-2.3 

-2.1 

-1.8 

-1.4 

-0.8 

-4.9 

-4.4 

-3.7 

-3.0 

-1.8 

-8.0 

-7.3 

-6.2 

-5.0 

-3.1 

-14.9 

-13.7 

-11.8 

-9.7 

-6.3 

-21.7 

-20.1 

-17.6 

-14.7 

-9.9 

-27.8 

-26.1 

-23.1 

-19.6 

-13.7 

-33.3 

-31.5 

-28.1 

-24.1 

-17.4 

-38.2 

-36.2 

-32.6 

-28.3 

-20.9 

a - p(e) = probability of eutrophic classification 

b - X = design value of X, assuming it can be specified without errorj X a L [ QS (1 

c - percent change in X required to account for given level of uncertainty 



Implications for Monitoring Program Design 

Quantifying the effects of uncertainty in the decision 

variable upon the rational design provides a means of rational- . 

izing the need for additional data acquisition. These effects 

can be expressed in economic terms, i.e. in terms of the cost 

associated with the additional nutrient source abatement 

required to account for the uncertainty. Typically, nutrient 

abatement entails substantial economic investment (e.g. pipelines 

and treatment plants) or losses (e.g. restrictions in land develop­

ment). The marginal costs attributed to the uncertainty can be 

compared with the monitoring and analytical investments required 

in order to reduce that uncertainty, i.e. to obtain a better 

loading, residence time, or mean depth estimate. Because the 

abatement costs are generally on a much higher scale than moni­

toring costs, an overall optimization would probably justify 

additional source monitoring or other measurements, until the 

uncertainty in the decision variable, X , is low enough so 

that its effect on the design is low, or until the flat portions 

of the countour lines in Figure 2.5-22 are reached. In this 

A 

region, the coefficient of variation of X is about 0.15 or 

less, and the effect of the assumed error distribution is small. 

This approach toward rationalizing the need for monitoring by 
expressing it in terms of the design costs of uncertainty has 

61 

been explored by Meta Systems, Inc. in a study for the Depart­

ment of Transportation, which involved an examination of the 
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7 Implications for Monitoring Program Design (continued) 

potential effects of additional streamflow gauging sites upon 

the rational design of highway culverts. 

Tables 2.5-21 and 2.5-22 indicate that if X can be defined 

such that its coefficient of variation is less than about 0.15, 

uncertainty costs would generally be less than 5% in the appli­

cation of the discriminant model for loading allocations at the 

given design probability levels. Usually, most of the uncertainty 

in X would be attributed to the loading or average inlet concen­

tration estimate. It would be of interest to consider the 

practical implications of this variability objective upon actual 

stream monitoring requirements. 

To provide a partial basis for assessing the potential impacts 

62 
of the Cross-Florida Barge Canal, Meta Systems developed nutrient 

budgets on various reaches of two major drainage basins in north-

central Florida: the Oklawaha and the withlacoochee. For each 

sampling station an attempt was made to quantify both the mean 

and the variance of the nutrient flux estimate on yearly and 

long-term-average time scales. The techniques, assumptions, and 

limitations of the estimates have been discussed previously 

(Section 2.3.2). 

Figure 2.5-23 is a log-log plot of the coefficients of 

variation of the total phosphorus flux estimates against the 

numbers of concentration samples employed in deriving the estimates. 



Figure 2 .5 -23 

C o e f f i c i e n t of Var ia t ion o f Mean Phosphorus Flux Estimate 

Agains t Sample S i ze f o r Various S t a t i o n s i n the Cross-
62 F lor ida Barge Canal Study 
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Implications for Monitoring Program Design (continued) 

Regardless of the particular technique employed to estimate the 

average flux from the continuous flow and grab-sample concentration 

data, the standard error of the mean varies inversely as the square 

root of the effective concentration sample size (Table 2.3-2). 

Because sampling frequencies were generally less than one per 

month, the effect of autocorrelation upon the effective sample 

size was assumed to be negligible (Figure 2.3-1). The lines in 

Figure 2.5-23 have slopes of -1/2 and, accordingly, are lines of 

constant variability in the sampled stations. The relative 

variability is defined as k , the product of the coefficient 

of variation of the mean flux estimate and the square root of 

the sample size. In the figure, three types of stations have been 

distinguished: springs, river stations, and impoundment stations. 

Their respective locations on the plot reflect generally increasing 

variability. In order to define the mean flux to within a given 

coefficient of variation, fewer samples are required for the 

spring stations than for the impoundment stations. Solid symbols 

were derived from long-term-average flux estimates and open 

symbols, from yearly estimates. Because of sampling error in 

the variance, as well as the mean, the yearly estimates . generally 

exhibit more scatter. 

A k value of about 0.5 seems to characterize most of the 

open river and impoundment stations. At this level of variability, 

about 11 samples would yield a coefficient of variation of 0.15 in 
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2.5.7 Implications for Monitoring Program Design (continued) 

the mean. A similar analysis of NES tributary or other stream 

data would be required in order to determine whether the variabili­

ties and resulting sampling requirements based upon the Florida 

data are generally applicable. Of particular interest would be 

the relationships between flux variability and such factors as 

flow, flow variability, and drainage basin characteristics. 

The coefficient of variation of a total loading estimate 

derived from independent flux estimates can be calculated from: 

— 2 2 
— 2 M OTi *i 
C < = £ X (2.5-64) 

T i=l M 2 
1 x (E a.r 

i=l X 

If the individual fluxes are estimated with the same accuracy, 

cv*! 

M2. 
Cv£ » EvJ ^_ (2.5-65) 

T (E£ ±)
2 

Accordingly, the following bounds can be set upon the ratio of 

CVT to CV, 



Implications for Monitoring Program Design (continued) 

1 T 
- ~ <. ===• <. 1 (2.5-66) 

The lower limit corresponds to the case in which all L. are 

equal. This analysis indicates that if the estimates of the 

individual fluxes all satisfy the maximum variability requirement, 

then the total loading estimate will at least satisfy that require­

ment. 

Assuming that an average variability of 0.5 is typical, a 

monthly sampling frequency appears to be adequate to define a 

loading or inlet concentration estimate for application of this 

particular model. This applies only to tributaries not dominated 

by point sources. This result may reflect the fact that the model 

itself was derived primarily from nutrient balances which had been 

estimated based upon monthly sampling. This re-emphasizes the 

need to appreciate that these results are both model- and data-

specific. 

In view of these results, the interpretation of the probabili­

ties generated directly from the discriminant model (i.e. p(e : X) 

in equation 2.5-54) warrants additional discussion. To some extent, 

the effects of uncertainty in X have already been included in 

this function, since errors were present in the X estimates of 
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the data set employed to estimate the parameters of the 

classification model. A more accurate definition of p (e : X) 

would be: " the probability of a eutrophic classification, 

given an X estimate which had been generated using the same 

types and amounts of data and the same techniques employed in 

developing the phosphorus budgets in the original data set" • 

This may account for the apparently small effect of additional 

uncertainty in X on the classification probabilities for 

coefficients of variation less than 0.15. In this range, the 

added uncertainty may be small compared to that already present. 

The results of the error analysis conducted on the phosphorus 

retention model (Section 2.5.3) indicated that coefficients of 

variation in the range of 0.10 may be typical of the inlet and 

outlet phosphorus concentration estimates in the data set. 

The major question that remains is: what would happen 

to the shape of p(e s X) if better estimates of X were 

available? The separation of the trophic states along the 

X axis in Figure 2.5-19 may become more distinct and the 

design levels of X to achieve a given probability of 

eutrophic classification may become higher. Hence, uncer­

tainty costs may already be present in the X values of 

Tables 2.5-21 and 2.5-22. These costs could only be quantified 

by refining the data or using other lakes with more accurate 

nutrient budget estimates. The net result is that the actual 
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7 Implications for Monitoring : Program Design (continued) 

probability of eutrophic classification for a given X value 

may be lower than that calculated according to the above 

scheme, if the model were applied to a lake with a loading 

estimate which is more accurate than those of the original 

data set. Hence, in such a case, the scheme would yield a 

conservative design value for phosphorus loading. Because 

of the potential economic costs associated with this conser­

vatism, a thorough re-examination and refinement of the data 

and techniques employed in estimating nutrient budgets may be 

justified. This would reduce the errors in the independent 

variables employed in the discriminant analysis, and any 

resultant uncertainty costs. 
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f" , 2.5.8 Summary 

The availability of phosphorus balance and trophic state 

data on a variety of lakes has permitted analysis and comparison 

of existing empirical models for predicting phosphorus retention 

coefficients and lake trophic states. A preliminary analysis 

of the data revealed significant stratification of all morphologic, 

hydrologic, and phosphorus-related variables considered across 

trophic states. A high degree of multicollinearity was apparent, 

indicating that cause-effect relationships would be difficult to 

establish and that application of the results could only be 

properly done to lakes which conformed to the multivariate dis­

tribution of the data analyzed. 

A theoretically based model for phosphorus retention was 

proposed and estimated. The effective first-order decay coefficient 

of phosphorus was found to be roughly inversely proportional to 

the square root of lake hydraulic residence time and independent 

of depth. Effects of incomplete mixing, temperature variations, 

and the coupling of phosphorus dynamics with various, flushing-

dependent, physical, chemical, and biological processes were 

suggested as possible explanations for this behavior. The two 

parameters of the model were found to be stable across trophic 

states. The standard errors of estimate were substantially 

higher in eutrophic lakes, however. This model compared 

favorably with strictly empirical ones derived from linear 

42 
regression and with the equation suggested by Kirchner and Dillon . 
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2.5.8 Summary (continued) 

An error analysis indicated that residual errors* dominated 

over potential parameter and independent variable errors in 

predictions of the retention coefficient. On this basis, it 

was concluded that, for this type of model, the size of the data 

set was adequate for parameter estimation purposes. An attempt 

was made to disect the residual error into model and measurement 

errors. The former was shown to increase with hydraulic residence 

time; the latter, to decrease. The results indicated that coef­

ficients of variations of about 0.1 may characterize measurement 

errors in the average inlet and outlet phosphorus concentration 

estimates. It was also shown that, as hydraulic residence time 

decreased, the accuracy of outlet concentration predictions 

became increasingly dependent upon the accuracy of the inlet 

concentration (or loading) estimate, and therefore, that refine­

ment of the model would have little impact upon the total predic­

tion error at low residence times. At high residence times, 

application of a more sophisticated model would be justified, 

providing that its model and parameter errors were lower. 

Evidence was presented which suggested that the factor limiting 

the accuracy of a chlorophyll prediction from phosphorus loading, 

residence time, and depth would be in the empirical chlorophyll-

lake phosphorus relationship, and not in the lake phosphorus 

prediction. Thus, it was concluded that the accuracy of the 

phosphorus retention model was sufficient for application with 

f" •: state-of-the-art chlorophyll models. 

* model and measurement errors 
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Discriminant analysis was employed to compare existing 

models for trophic state prediction and to derive an optimal 

linear classification model for this data set. With the 

parameters of the models optimized, the average percentages 

of misclassified lakes were 32:3%, 28.3%, and 22.0% for 

93 
Vollenweider•s first model ( L versus Z ) , Dillon's model 

( CO ) , and Vollenweider's second model ( L versus QS ) , 

respectively. Optimization of the parameters for this data 

set had little effect on the classification errors obtained 

when the originally-reported parameter values of the respec­

tive models were used. Evidence suggested that the performance 

of Dillon's model may have been hampered by systematic errors 

in the retention coefficient estimates of the National Eutro-

phication Survey Lakes. 

Stepwise discriminant analysis selected the outlet con­

centration estimate based upon the phosphorus retention model 

discussed above and the total phosphorus loading as components 

of an optimal linear classification model for these lakes. 

After these variables had entered, no significant discrimination 

powers remained in the other variables. This model misclassified 

an average of 15.9% of the lakes, with most of the errors 

centered in the mesotrophic group. A principal component 

analysis was employed to reduce the classification model to 

a univariate one, which further reduced average classification 
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8 Summary (continued) 

error to 14.5%. Misclassifications were discussed as possibly 

relating to errors in the dependent and independent variables 

and to unsteady-state conditions in the lakes. 

In applications, it was shown that the discriminant model 

could be used to generate probabilities of trophic state 

classification as a function of a single variable, which could 

be computed from phosphorus loading, residence time, and mean 

depth estimates. Means of incorporating the effects of un­

certainty in this "decision" variable on the classification 

probabilities and upon the rational loading allocation for a 

given lake were derived. In real applications, uncertainty in 

the loading estimates would generally contribute most to the 

uncertainty in the decision variable. The effect of this 

uncertainty upon the rational loading allocation which satisfies 

a given probability of eutrophic classification was demonstrated 

as a means of justifying additional monitoring effort. These 

effects were found to be small, provided that the coefficient 

of variation of the decision variable estimate was less than 

about 0.15. This, in turn, was shown to be possibly typical 

of a flux estimate derived from monthly tributary sampling, 

as employed by the NES. Because of possible effects of errors 

in the original data set, it was suggested that application of 

the classification model to lakes with nutrient budgets which 

had been more accurately determined than those in the original 
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data set would yield conservative design values for phosphorus 

loadings. 

The empirical modelling approach taken in this section has been 

based upon five principle assumptions : (1) mass balance; (2) complete­

ly mixed conditions; (3) phosphorus limitation of lake ecosystems; 

(4) first-order kinetics for phosphorus sedimentation; (5) the possible 

influence of lake morphometric and hydrologic factors upon nutrient 

dynamics and trophic state response. The accuracy and value of the 

models developed have been shown to be limited by various features of 

the data base, including measurement or estimation errors in the inde­

pendent and dependent variables, multicollinearity, nonsteady-state 

conditions existing in the lakes during sampling, and the subjectivity 

involved in the original lake classifications. In this context, it is 

difficult to identify model deficiencies due to effects of other con­

trolling factors or aspects of system behavior which have been ignored, 

such as vertical stratification, sediment releases, or limitation 

by light of other nutrients. In short, data of this sort have not 

provided a very good basis for model discrimination. Because of these 

aspects, the general superiority of the developed models cannot be 

claimed. The primary emphases are upon the approaches taken and tech­

niques employed in their development and evaluation and upon the strate­

gies proposed for their application. In these regards, the underlying 

theme is in the development and use of error estimates. 
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9 Suggestions for Future Work 

This section has illustrated some potentially- useful 

approaches to empirical modelling. One general concept to 

consider is that these models are at most as good as the 

data used to derive them. Improvement in the quality of 

the data could improve model accuracy and, in applications, 

enhance design efficiencies. "Data errors" do not result 

from measurement errors alone. The selection of techniques 

for data reduction can also be critical. Use of an improved 

set of techniques could conceivably permit improvement in 

data quality without having to resort to additional measure­

ments . 

One potential area for technique improvement is in 

the development of lake nutrient budgets. The assumptions 

employed in estimating mass fluxes from grab-sample concen­

tration data have been discussed in Section 2.3.2. The 

likely introduction of errors due to the methods employed 

by the National Eutrophication Survey in converting these 

budgets to normal hydrologic years has also been considered 

in Section 2.3.4. Essentially three independent and indirect 

means have been used to estimate the extent of data errors 

inherent in the lake nutrient budgets. Analysis of the 

phosphorus retention coefficient residuals in Section 2.5.3 

indicated that coefficients of variation of about 0.10 may 

be typical of errors in the mean inlet and outlet phosphorus 
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9 Suggestions for Future Work (continued) 

concentration estimates. The results of the Cross-Florida 

62 
Barge Canal Study indicated that monthly tributary sampling 

would yield annual flux estimates with coefficients of 

variation of about 0.15, for streams of the same general 

characteristics as those included in that study. It was 

also shown that the coefficient of variation of a total 

loading estimate derived from the sum of individual stream 

fluxes would generally be less than that of the individual 

flux estimates. Finally, trophic state probabilities generated 

by the discriminant model were found to be relatively insensi­

tive to errors in the phosphorus loading estimates for coeffi­

cients of variation of about 0.15 or less. Direct analysis 

of concentration and flow data on a stream-by-stream basis 

would be required in order to develop prior, direct estimates 

of these errors. Such an analysis, combined with an improved 

strategy for hydrologic year corrections, could conceivably 

improve the quality of the nutrient budget data without 

resorting to additional measurements. 

Another area for improvement is in the lake trophic 

state classification. In the above analysis, trophic state 

classifications had been originally given by somewhat subjective 

interpretations of lake response data. Errors at this stage 

of the analysis could conceivably be reduced by developing and 

employing a more objective classification scheme. The general 
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approach would be to develop a continuous response:index, 

73 
similar to Shannon and Brezonik's "Trophic State Index" 

The index would include variables which could be related 

directly to established beneficial-use criteria. One 

approach would divide the lakes into discrete states cor­

responding to various beneficial uses, based upon the index 

and the established criteria. Discriminant analysis could 

then be used to separate the beneficial-use states based 

upon stimulus variables. Alternatively, the continuous 

index could be preserved and directly related to the stimulus 

variables using regression techniques, as employed by Shannon 

74 
and Brezonik . Either approach would provide a model which 

could be used as a basis for probabilistic designs, analogous 

to those discussed in Section 2.5.6. This work would provide 

a more objective model basis and reduce dependent variable 

(classification) errors. Again, these improvements would 

be possible without additional data acquisition. 

( 



General Comments and Conclusions 

Policy decisions in lake water quality management are 

reached through a complex process involving a variety of 

environmental, economic, political, and technologic factors. 

This chapter has focused upon some aspects of the technologic 

functions which can be employed to provide water quality impact 

assessments. In making such projections, the engineer or 

planner must make numerous decisions, often ranging from data 

acquisition to model selection and parameter estimation. The 

variety of methods discussed indicates that there is considerable 

latitude in this area and that there is no uniquely correct path 

from the definition of the analytical problem to its solution. 

One hopes that the policy recommendations reached by the planner 

are independent of his analytic decisions, i.e. of the particular 

set of data and methods employed. This is subject to the con­

straint that the monitoring and modelling are properly implemented 

in each case. The robustness of a particular analysis can be 

tested by comparing results derived from alternative, but 

apparently equally-valid approaches. 

Some of the factors discussed in this chapter can be used 

as a basis for making analytic decisions. A proper balance 

between monitoring and modelling effort is a key objective in 

this regard. In an ideal situation, the costs of the total 

analytic effort might be balanced by the design costs associated 

with uncertainty in the analysis, as discussed in Section 2.5.7. 
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More often, total analytic (monitoring and modelling) effort 

is constrained. In this case, a strategy would be to try to 

allocate monitoring and modelling resources so as -to minimize 

projection uncertainty or to minimize expected regret associated 

with projection errors. Still more often, the analyst does not 

have control over monitoring, i.e., the data are given. In 

this case, the selection and/or development of models would 

again be guided by data availability. 

Two general types of models have been discussed in this 

chapter as relating to analysis of lake water quality problems: 

source models and lake models. Source models can be used to 

relate various watershed or point-source characteristics to 

nutrient loadings. Some of these characteristics may be 

uncontrollable; others may be decision variables. If the 

various types of errors associated with the projections of 

these models were sufficiently small, they could be used as a 

substitute for direct monitoring data. As discussed in Section 

2.3.2, the state-of-the-art of these models is such that direct 

estimation of nutrient fluxes via monitoring is generally 

preferable. The development of these models is essential to 

understanding and eventual control of non-point sources and 

their effects on lake water quality. 

Lake models predict the response of lake water quality 
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to a given set of boundary conditions. They have been roughly 

classified as "empirical" and "theoretical" in this chapter. 

Some bases for model selection are discussed below. 

The applicability of a given model may be governed in 

part by the management criteria of concern. The more empirical 

models tend to predict long-term responses and,, as such, apply 

to long-term criteria. Some of the theoretical models can 

be used to predict system response under short-term, critical 

conditions, which are often of management concern. An example 

would be the response of hypolimnic dissolved oxygen levels to 

a critical set of meteorologic conditions. The short- and long-

term responses are generally correlated, in that oligotrophic 

and eutrophic lakes each behave in characteristic ways. Thus, 

the more empirical models can be used to predict short-term 

responses indirectly, while theoretical system models can 

predict such directly. 

Another basis for model selection is accuracy. The 

quantification of various error components involved in an 

empirical model projection has been demonstrated in Section 

2.5.3. Such an analysis can be used straightforwardly to 

balance monitoring and modelling efforts. The relative 

complexities of the "theoretical" models would render a 

corresponding error analysis difficult, though not impossible. 
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One of the factors limiting such an analysis would probably 

be the accuracy of the estimates of the parameter covariance 

matrix. This matrix would be used along with the sensitivity 

coefficient matrix to estimate the effects of parametric 

uncertainty upon projection errors, according to the methods 

and equations discussed in Chapter 1. The covariance matrix 

could be estimated straightforwardly if the parameter estimates 

were derived directly from system response data, as in the 

case of the phosphorus retention model developed and analyzed 

in Sections 2.5.2 and 2.5.3. In more complex models, parameter 

estimates have generally been derived from independent laboratory 

studies. Estimation of parameter covariances in these cases 

would be more subjective. Even if the experiments provided 

parameter distributions, there would be uncertainty as to 

whether the experimental conditions adequately represented 

"field" conditions. Nevertheless, it would be possible to 

approximate the various error components of a projection derived 

from a theoretical model through a systematic assessment of 

parameter distributions and comparisons of estimated and observed 

system responses. This would permit straightforward comparisons 

of models with regard to accuracy. 

A key result obtained from the analysis of the phosphorus 

retention coefficient residuals in Section 2.5.3 is that model 

errors would be detectable in only about one-third of the lakes, 
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if measurement strategies and data reduction techniques similar 

to those employed by the National Eutrophication Survey were 

used. Thus, for about two-thirds of the lakes in the analysis, 

there would be little benefit from employing a more accurate 

model than the one developed, providing that the objective were 

to predict outlet phosphorus concentration. Another key result 

of this analysis is that potential model errors increase with 

hydraulic residence time. This would indicate a corresponding 

increase in the importance of accuracy as a criterion for model 

selection. A similar error analysis would indicate whether 

this were true in the cases of other water quality components. 

Another basis for model selection is generality. A model 

should be general enough to be valid for both present and 

future, or "design" states of a system under study. The former 

is necessary for calibration and verification, the latter for 

application purposes. The parameter estimates and, in some 

cases, the functional forms of empirical models are based 

directly upon system response data. These models are at most 

as general as the data used to derive them. Thus, the nature 

of the data base and characteristics and dependencies of model 

performance both inside and outside of the data base are keys 

to assessing empirical model generality. The more elaborate 

theoretical models are supposedly independent of particular 

system response data, because both their formulations and their 



2-201 

2.6 General Comments and Conclusions (continued) 

parameter estimates are usually derived independently, Thus, 

i f the formulations and parameters estimates are correct, a 

theoret ica l model could be constructed t o have high general i ty . 

However, as discussed i n Section 2 .4 .2 , t h i s generality has 

not as yet been demonstrated. I t has not been shown that a 

s ing le model with a unique set of parameter values can be an 

equally valid representation of lakes at different trophic 

s tages . The evidence presented in Section 2 .4 .2 suggested 

that t h i s lack of generality might be reduced by increasing 

complexity, spec i f ica l ly to incorporate many species at each 

l e v e l of the aquatic food chain. However, th i s would 

exponentially increase parameter estimation d i f f i cu l t i e s 

which are already formidable. 

The net result of these considerations i s that theoret ical 

models s t i l l need to be tai lored to spec i f i c applications. 

This creates an empirical link between the "theoretical" model 

and system response data and reduces the supposed gap in 

general i ty between the "empirical" and "theoretical" types 

of models. Thus, while there are certainly some general 

aspects of the behavior of these systems, analysis of lake 

water quality problems i s s t i l l a r e la t i ve ly empirical exerc ise , 

enta i l ing both monitoring and modelling of the systems and their 

boundary conditions. 
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v- 3.0 EXPLORATORY ANALYSIS OF ONONDAGA LAKE WATER QUALITY DATA 

3.1 Introduction 

3 .1 .1 General Description 

Onondaga Lake i s situated at the northern edge o f the City of 

Syracuse in Central New York State (Figure 3 .1-1) . I t i s a relat ively 
2 

small lake with a surface area of 11.7 km and with average and 

maximum depths of 12 and 20.5 meters, respectively. The lake's 600 

2 
km drainage basin (Figure 3.1-2) contains approximately 325,000 

24 
people and essentially all of Onondaga County's 140 industries 

It discharges to the Seneca River at an average rate of 19.3 cubic 

meters per second (W.Y. 1968-74) and has a mean hydraulic residence 

time of 84 days. 

The lake's primary use has long been as a receptacle for municipal 

and industrial wastes. About 14% of the average outflow volume 

consists of ef f luent from Onondaga County's primary sewage treatment 

f a c i l i t y . A s t e e l mi l l and a solvay process plant discharge thermal 

and chemical wastes directly into the lake or i t s immediate tr ibutaries . 

Land use in the watershed i s about 15% urban and 34% agricultural. 

About 35% of the urban land i s served by combined sewers. Thus, the 

impact of dif fuse sources may be appreciable, although such ef fects 

are currently screened by the predominance of point sources. 

The location of the lake renders i t a potent ial ly valuable 

0 
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3.1.1 General Description (continued) 

recreational asset to Onondaga County's residents. However, like 

most urban lakes and rivers, severe water quality problems have 

precluded realization of this potential. In addition to waste 

assimilation, the current beneficial uses of the lake are restricted 

to industry (cooling and process waters), transportation (the lake 

discharges to the New York State barge canal system), and some 

recreation (boating and picnicking along nothern shores). Fishing 

has been outlawed since 1970. The future use of Onondaga Lake for 

contact recreation is one of Onondaga County's major environmental 

goals and an issue of great public concern. 

3.1.2 Water Quality Issues 

24 

The quality of Onondaga Lake water is unique . A mean dis­

solved solids concentration of 3500 ppm and chloride content of 

1700 ppm, corresponding roughly to 10% seawater, render it one of 

the most saline lakes in the Northeast. Most of the salinity is due 

to waste discharges from the Allied Chemical Company solvay process 

plant, although there is historical and geological evidence indicating 

that natural sources of salinity may also be appreciable. This aspect 

of the lake's water quality is thought to have important physical, 

chemical, and biological effects on structural and functional aspects 

of the Onondaga Lake ecosystem. Physically, during stratified periods, 



3.1.2 Water Quality Issues (continued) 

density gradients are markedly enhanced, and vertical mixing hindered, 

as a result of vertical salinity gradients. The lake does undergo 

two periods of vertical circulation yearly, normal for lakes of this 

depth and at this latitude. Calcium and sodium, the major cations in 

the lake, are present in about equal mass concentrations. Chemical 

precipitation of calcium salts is marked, the lake being supersaturated 

with respect to calcium carbonate and calcium phosphate most of the 

24 
year . Biologically, salinity is thought to be an important factor 

in determining and regulating the dominant species of biota at various 

trophic levels, ranging from phytoplankton to fish. 

Onondaga Lake has been classified as extremely eutrophic. The 

abundance of primary nutrients has permitted the development of algal 

blooms to objectionable levels. In 1968-69, the average concentration 

24 
of total phosphorus in the epilimnion was 2.34 mg/1 , over one hundred 

39 times that considered "dangerous" from a eutrophication standpoint . 

During the same period, time- and volume-averaged dissolved oxygen 

was 30% of saturation and the hypolimnion of the lake was anaerobic 

between early March and late October. 

Potential toxic effects due to extreme levels of ammonia, chromium, 

copper, and mercury have also been of concern. .The problem of mercury 

contamination in Onondaga Lake fish has been sufficiently prominent to 

merit a paragraph of discussion in the 1975 Report of the National 
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3.1.2 Water Quality Issues (continued) 

Council on Environmental Quality . The geometric mean fecal coliform 

density was twice the New York State bathing standard in the epilimnion 

during Onondaga County's baseline monitoring period, 1968-69, reflecting 

primarily both dry- and wet-weather overflows from the Syracuse com-

24 
bined sewer system . The existence of extensive sludge deposits in 

the vicinity of the sewage treatment plant outfall site has raised 

questions about the feasibility of substantially improving lake water 

24 
quality by reducing pollution sources alone 

3.1.3 Plans for Pollution Abatement 

The plan for abating the pollution of Onondaga Lake centers on 

the construction of a facility to provide tertiary treatment of 

Onondaga County's sewage. The facility, currently under construction 

and scheduled for completion in 1980, is expected to remove 95 percent 

of the influent BOD and 90 percent of the influent total phosphorus. 

3 
The unique aspect of this plan is that the 0.29 m /sec waste bed 

overflow from the Allied Chemical plant will be used as a precipitating 

agent to effect phosphorus removal from the municipal waste stream 

3 
(design flow 3.78 m /sec). The industrial stream is currently the 

major source of the lake's salinity, which is not expected to be 

influenced by this plan. Allied's waste beds will be used in turn 

for disposal of digested sludge. 



3.1.3 Plans for Pollution Abatement (continued) 

Reduction of the municipal sewage phosphorus loadings alone is 

not generally anticipated to bring about a reversal of the eutrophic 

38 
conditions in the lake . Although diffuse nutrient sources (combined 

sewer overflows and urban and agricultural runoff) have not been 

accurately quantified, they are considered potentially of sufficient 

magnitude to support abundant algal activity in the lake after reduc-

38 
tion of municipal sewage loadings. The EPA has concluded: "The 

best reason for instituting phosphorus removal at the MSSTP is 

protection of Lake Ontario". Considerably more measurements and/or 

analysis may be required in order to quantify nonpoint phosphorus 

discharges and determine the degree of control necessary to signifi­

cantly abate Onondaga Lake's eutrophic symptoms. 

Another aspect of the basin plan is that the existing submerged 

sewage outfall will be abandoned during dry weather periods and a 

shoreline, surface outfall constructed. Since the combined municipal/ 

industrial effluent is expected to have a chloride concentration in 

3 
excess of 7000 g/m , it will be much more dense than ambient lake 

3 
waters (averaging 1700 g/m ). The surface outfall has been proposed 

"to provide maximum mixing of the plume with ambient water and some 

degree of bio-degradation before sinking into the hypolimnion", and 

"to prevent the tendency to create a permanent stratification within 

the lake"21. 



3.1.3 Plans for Pollution Abatement (continued) 

The surface outfall plan has been criticized with regard to 

28 38 
possible water quality and aesthetic implications ' . The saline 

industrial stream currently discharges into Ninemile Creek, the 

lake's largest tributary, prior to entering the lake. This creek 

affords about twice as much dilution of the saline stream as will 

the municipal effluent. The physics of the situation dictate that 

the greater the difference in density between the effluent and ambient 

waters, the greater will be the tendency for stratification. Imple­

mentation of the plan may result in enhanced vertical density gradients 

in lake and concommitant water quality impact. These considerations 

suggest, minimally, that the design of the outfall to permit maximum 

dilution of the effluent may be critical. In addition, the mixing 

of the calcium-rich effluent with ambient lake waters is expected to 

induce calcium carbonate precipitation and result in a visible white 

38 
plume, which may be aesthetically objectionable 

With the exception of salinity, industrial discharges have 

38 
reportedly been brought under control . In 1974, Crucible Inc., 

a steel mill formerly contributing substantial quantities of oil 

and grease, chromium, copper, and iron, installed treatment facilities 

to limit these discharges. In 1970, Allied Chemical was legally forced 

to reduce mercury discharges from its chlor-alkalai plant from 10 kg/ 

38 
day to 0.4 kg/day . The problem of mercury contamination in Onondaga 

Lake fish has persisted, however, according to an ongoing NYOBC fish 



3.1.3 Plans for Pollution Abatement (continued) 

monitoring program ' . No continuing program for monitoring mercury 

discharges or ambient lake levels is known to the author. 

37 The EPA has recognized that the solvay process in general 

presents special waste treatment problems. Existing plants have been 

granted special exemption from future zero discharge limitations. 

Accordingly, there is no plan to reduce the dissolved solids content 

of Onondaga Lake. Allied Chemical has indicated that the expense of 

eliminating the saline discharge would entail closing of its solvay 

plant and thus a substantial economic loss to Onondaga County. The 

plan to utilize the process waste for phosphorus removal from the 

municipal waste stream represents a rather unique, compromising 

alternative. 

Another aspect of the pollution abatement program concerns the 

control of combined sewage discharges during dry and wet weather. 

Onondaga Country has undertaken an extensive sewer maintenance program 

and most of the dry-weather overflows into tributary creeks are 

14 
reported to have been eliminated . An EPA Demonstration Grant has 

been awarded to O'Brien and Gere to investigate high-rate processes 

for bacteria, ammonia, and suspended solids removal from sewer over­

flows. As yet, no final solution to the problem has been adopted, 

although "general abatement" of the overflows is required by the year 

1985. 



3 

3.1.4 Scope of Chapter 

Following is a preliminary analysis of available data relevant 

to the water quality of Onondaga Lake and its tributaries. This work 

is intended to provide a basis for more detailed modelling studies 

aimed at policy evaluation. The levels and variations of major water 

quality components are summarized and displayed along temporal and 

spatial dimensions in order to elucidate trends and seasonal variations 

and to determine the extents of vertical and horizontal mixing in the 

lake. Considerable effort has been spent in investigating or developing 

methods of summarizing and displaying the data. Information obtained 

from the U.S. Geological survey is used to develop a hydrologic balance, 

which is combined with tributary, point source, and lake water quality 

data to formulate mass balances on major water quality components. 

Trends in these mass balances and in ambient lake concentrations, and 

shifts in phytoplankton populations observed over the study period are 

interpreted mechanistically. The mass balances are used in combination 

with some of the models discussed and developed in Chapter 2 in a 

preliminary assessment of the potential for controlling the eutrophica-

tion problem through point and non-point- source nutrient controls or 

through lake mixing. The results of this analysis, coupled with 

considerations of the water quality issues and management policies 

outlined above, serve as a basis for the modelling efforts described 

in Chapter 4. 
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3.2 Data Base 

3.2.1 Lake and Tributary Water Quality 

In 1967, the Onondaga County Department of Public Works obtained 

an FWQA Research and Development Grant (11060FAE) to determine the 

feasibility of a cooperative municipal industrial approach to the 

wastewater problems. As part of the contract, in 1968, Onondaga 

County initiated an extensive monitoring program of Onondaga Lake and 

its tributaries. The survey, performed by O'Brien & Gere Engineers, 

Inc., was the first systematic and comprehensive investigation of 

water quality in the area. The stated objectives of the initial 

24 
phase of the program (1968-69) were to : 

"1. Ascertain the present trophic status of the lake; 

2. Evaluate the impact of engineering programs; 

3. Provide baseline data for ongoing evaluations; 

4. Establish a program for continuous monitoring of 

the lake." 

The baseline study emphasized that the most important objective was 

"to evaluate the impact of various pollution abatement programs with 

respect to the best uses of the lake." 

I 



3.2.1 Lake and Tributary Water Quality (continued) 

This program has been continued on a more or less uniform basis 

20 
through 1976 . The ongoing study has been "designed to gauge the 

reaction of the lake to various changes in activity surrounding the 

lake." The monitoring report for the 1970 survey also suggests that 

it is "on the basis of accumulated information that a predictive 

model can be developed and the water quality resulting from planned 

pollution abatement programs can be determined." Thus, the aims of 

this program appear to be to monitor ambient trends and to provide 

basic data for development and calibration of predictive planning 

models. The essential features of this program are discussed below. 

Table 3.2-1 presents the sampling frequencies for each station 

and year. The stations can be located on Figure 3.1-1. Lake station 

2 was abandoned in 1971, after enough data had been obtained to indi­

cate that the concentration differences between stations 1 and 2 were 

relatively small, and thus that the lake was well-mixed on horizontal 

planes. This assumption is examined further in Section 3.4.1. A 

total of ten influent tributary stations have been established, seven 

of which have been sampled regularly on a biweekly basis. The stations 

on the major tributaries (Onondaga Creek, Ninemile Creek, Ley Creek, 

and Harbor Brook) have been located at USGS gauge sites to facilitate 

flow measurements. Grab samples of the three major point-source dis­

charges (Allied Chemical, Crucible, and Metro STP) have also been 

taken regularly. 
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a - discharges into Ley Creek 

b - see text 



3.2.1 Lake and Tributary Water Quality (continued)' 

Grab samples of tributaries and point sources may not have 

provided a sufficient basis for accurately estimating average mass 

fluxes of materials into the lake. In the cases of tributaries, 

periodic grab sampling has not taken into account the effects of 

intervening storms. This is a particular problem in streams which 

are subject to combined sewer overflows, as are Onondaga Creek and 

Harbor Brook. Periodic grab sampling of point sources at these 

frequencies has not accounted for probable weekly and diurnal 

periodicities in these sources, which are coupled with domestic and 

industrial activities. 

Sampling the outlet of Onondaga Lake is difficult due to peculiar 

hydrodynamic conditions. Seneca River waters have been frequently 

observed to flow into the lake at the surface, while the dense lake 

waters flow out in the lower layers. The Seneca River is part of the 

New York State barge canal system and its levels are regulated. The 

pattern of bilaminar flows at the outlet may become more distinct in 

dry seasons when river levels may intermittently exceed lake levels. 

In 1970 and 1971, the outlet was sampled regularly, apparently with­

out distinction as to flow direction. In 1972-75, attempts were made 

to sample both outflowing (bottom) and inflowing (surface) waters at 

the outlet station. This flow pattern renders the outlet data difficult 

to interpret. 



3.2.1 Lake and Tributary Water Quality (continued) 

Table 3.2-2 summarizes the components monitored in the lake 

and tributary surveys. A total of thirty chemical species have been 

included. The study has provided meteorological data on wind speed, 

direction, and air temperature over the lake. Xn latter years, an. 

increasing emphasis has been placed on bacteriological measurements. 

The phytoplankton population has been characterized by identifying, 

counting, and sizing the dominant species. "Biomass" represents an 

aggregate estimate of the total phytoplankton cell volume per volume 

of sample, as calculated from algal counts and sizes. In the latter 

years, measurements of chlorophyll have been used to characterize 

total algal biomass. Zooplankton have been counted and identified 

as to general class (rotifers, copepods, cladocerans) throughout 

the survey period and as to species in the baseline study, which 

also included sampling and identification of fish and benthic organ­

isms. 

Two comments are in order relative to the selection of compon­

ents. The omission of mercury from the list prior to 1975 seems 

unfortunate, considering that mercury toxicity has been a predominant 

water quality issue. Phosphate detergent legislation in 1971 and 

future tertiary treatment are measures aimed at controlling eutro-

phication by limiting phosphorus supplies. However, the monitoring 

program has not included any measure of organic phosphorus in the 

sources or lake. "Total inorganic phosphorus" has been substituted 
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3.2.1 Lake and Tributary Water Quality (continued) 

for the "total phosphorus" measurements usually included in lake 

surveys. In the lake, the organic fraction of total phosphorus is 

likely to become dominant, should phosphorus supplies become limiting 

to algal growth. Hydrolysis of organic phosphorus discharged into 

the lake may serve as an additional nutrient source which would not 

be accounted for in a source control program based upon inorganic 

phosphorus data alone. 

3.2.2 Metro Sewage Treatment Plant Operating Data 

To supplement the O'Brien and Gere grab-sample data on the Metro 

STP discharge, the Onondaga County Department of Drainage and Sanita­

tion has provided copies of treatment plant operating records for 

23 
the years 1968 to 1974 . These reports have provided information 

on minimum, mean, and maximum daily flows and on daily mean concentra­

tions of suspended solids, settleable solids, pH, and BODg, based 

upon 24-hour flow-weighted, composite samples of the plant influent 

and effluent for 1972-72, and upon 8-hour composite samples for 

1968-71. Sampling was generally not done on weekends, so that mean 

lake loadings derived directly from these data may be somewhat biased. 

Analysis of 24-hour composite samples for total inorganic phos­

phorus was done at approximately weekly intervals from 1972 to 1974. 

Comparison of these data with the O'Brien and Gere morning grab-sample 
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3.2.2 Metro Sewage Treatment Plant Operating Data (continued) 

data on the plant effluent over the same period has provided a means 

of calibrating the latter measurements and correcting them for time-

of-day. Both surveys have used Onondaga County's laboratories for 

analysis and have sampled on weekdays, so that differences in the 

phosphorus data can likely be attributed to diurnal variations. The 

data from each survey have been aggregated and averaged at one-month 

intervals and compared on a month-by-month basis. The mean ratio of 

the composite to morning grab-sample concentration was found to be 

1.43 (standard deviation 0.28). This is in general agreement with 

17 29 
the analyses of Mauleg et al. and Shannon , both of whom have 

observed marked diurnal periodicities in total phosphorus concentra­

tions of sewage, with concentrations tending to be lowest in mid-morning 

hours. 

The Metro STP operating records have provided information of the 

incidence of plant upsets due to operating or equipment problems, 

potentially of use in interpreting residuals calculated in future 

modelling studies. The records also note the incidence of major 

storms requiring bypass of sewage around the plant directly into the 

lake. No information on the quantity or quality of the bypassed flow 

is available, however. 



3.2.3 Hydrology 

The US Geological Survey has provided tributary flow data for 

the development of a hydrologic balance. Table 3.2-3 summarizes the 

availability of streamflow data for a total of six gauging stations. 

Only two stations (Onondaga Creek at Dorwin Ave. and Ninemile Creek 

at Camillus) were operated for the entire period of interest (1968-

74). In order to estimate missing flow data, relationships have been 

developed relating flows at stations with missing data to the flows 

at either of the stations with a complete record. The regression 

models employed and parameter estimates are given in Table 3.2-4. 

No evaporation data for the region and period have been located. 

To estimate evaporation from the lake surface, regional monthly-average 

18 
values given by Meyer have been used. While year-to-year climato-

logical variations would be expected to influence the evaporation 

rates, the overall hydrologic balance of the lake is not sensitive to 

direct precipitation or evaporation, since the lake's mean surface 

overflow rate is about 52 meters/year, as compared with mean precipi­

tation and evaporation rates of 1.13 meters/year and 0.67 meters/year, 

respectively. 

The above information has been used to formulate a seven-year 

hydrologic balance on Onondaga Lake on a monthly basis (Table 3.2-5, 

Figure 3.2-1). Since no continuous gauging at the outlet has been 

done, the total outflow for each month has been estimated by summing 



Table 3.2-3 

Availability of Flow Data for Onondaga Lake Hydrologic Balance 

USGS Drainage Water Year 

Station Code Location Area (km ) 1968 1969 1970 1971 1972 1 
. , 

A 04239000 Onondaga Creek 229.2 X X X X X 
@ Dorwin Ave. 

B 04240010 Onondaga Creek 282.3 X X 
@ Spencer St. 

C 04240105 • Harbor Brook 29.3 X X 
@ Hiawatha 

D 04240120 Ley Creek 77.4 
@ Syracuse 

E 04240200 Ninemile Creek 218.3 X X X X X 
§ Camillus 

F 04240300 Ninemile Creek 297.8 XX 
@ Lakeland 

X = flow data available 
* 



General Model : 

Station i 

Table 3.2-4 

Regression Models Used to Estimate Missing Flow Observation 

log1Q Q± = a + b log10 Q. + e 

3 
Q. Q. = mean monthly flow for stations i and j (m /sec) 

a, b = regression parameters 

e = error term 
Number of « 

Station j Observations a b r 

Onondaga Creek 
@Spencer Street 

Ninemile Creek 
©Lakeland 

Ley Creek 
©Syracuse 

Harbor Brook 
©Hiawatha Blvd. 

Onondaga Creek 49 
@Dorwin Avenue 

Ninemile Creek 34 
@Camilus 

Onondaga Creek 21 
QDorwin Avenue 

Ninemile Creek 48 
©Camilus 
+ .91 m /sec 

.253 

.422 

-.174 

-.863 

.834 

.773 

.555 

.827 

.986 

.974 

.773 

.832 

a - .91 m /sec added to Camilus flow to account for upstream drinking water diversio 
Lake and to linearize relationship between Harbor Brook and.Ninemile Creek flows 



Table 3.2-5 

Onondaga Lake Water Balance 

Mean Flows in Cubic Meters Per Second 

Drainage Water Year 

Area " 

(km2) 1968 1969 1970 1971 1972 1973 1974 

Onondaga Creek 

Harbor Brook 

Ley Creek 

Ninemile Creek 

Ungauged Inflow 

Metro STP 

Precipitation 

Evaporation 

Outflow 

282.3 

29.3 

77.4 

297.8 

39.6 

-

11.7 

-

738.1 

5.42 

.47 

1.37 

6.96 

.82 

2.10 

.38 

.25 

17.28 

6.67 

.55 

1.56 

8.35 

.99 

2.19 

.35 

' .25 

20.42 

4.82 

.43 

1.26 

6.18 

.73 

2.60 

.35 

.25 

16.14 

5.72 

.45 

1.37 

8.06 

.90 

2.68 

.40 

.25 

19.33' 

6.56 

.55 

1.51 

7.62 

.94 

2.95 

.46 

.25 

20.34 

6.51 

.60 

1.73 

8.79 

1.02 

2.99 

.50 

.25 

21.88 

5.86 

.56 

1.44 

6.95 

.85 

3.49 

.52 

.25 

19.42 



Figure 3.2-1 

Monthly Water Balance 
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3.2.3 Hydrology (continued) 

the inputs and subtracting evaporation. The ungauged portion of the 

inflow has been estimated by multiplying the total gauged tributary 

inflow by the ratio of ungauged to total gauged drainage areas (0.058). 

Annual outflow ranged from 16.1 cubic meters per second in 1970 

to 21.9 cubic meters per second in water year 1972, corresponding to 

a range of 100 to 74 days in mean hydraulic residence time. The Metro 

STP discharge averaged 14% of the mean outflow rate. The two industrial 

discharges, Crucible and Allied Chemical, representing exchange flows 

3 
of 0.29 and 3.62 m /sec, respectively, did not influence the net water 

balance of the lake. 

3.2.4 Meteorology 

Meteorologic data has been obtained from the Local Climatological 

36 
Data publication of the US Department of Commerce for the weather 

station at Hancock Airport, Syracuse, located about four miles north­

east of the lake. Table 3.2-6 summarizes relevant data on precipitation, 

sunshine, cloud cover, and wind speed and direction over the period 

1968-74. 



t 
Table 3.2-6 

Summary of Meteorologic Data 1968-74 
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3.3 Methods 

The techniques discussed below have been applied to summarize 

and display the water quality data along spatial and temporal dimen­

sions. This work is essentially exploratory in nature. It is intended 

to elucidate essential temporal and spatial variations and associations 

within data. Results are contained in Appendices A through D. 

3.3.1 t-Tests for Horizontal Mixing 

Faired t-tests (Appendix A) have been made in order to test the 

statistical significance of the differences in the mean concentrations 

of various components between stations 1 and 2 (see Figure 3.1-1). 

Tests have been applied to data from each of the seven depths sampled 

and to epilimnion (0., 3 meters, 6 meters) and hypolimnion (12 meters, 

15 meters, 18 meters) averages. The objective of this work is to 

determine the degree of horizontal mixing in the lake at each vertical 

level. 

For each vertical level and component, all pairs of concentra­

tion measurements taken simultaneously have been selected from the 

general data matrix. For each station, the mean, standard deviation, 

and standard error of the mean have been calculated. A paired 

t-statistic has been computed according to: 
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3.3.1 t-Tests for Horizontal Mixing (continued) 

Clk " C2k t k • •*•* ^ (3.3-1) 

J L<c 1M. " " W X «k " » 

where, 

C . . = concentration of station j , depth k , 
and date i 

N. = number of paired observations at depth k 

C . = mean concentration at station j and 
1 depth k 

t. = t-statistic at depth k 

The t-statistic, with N. - 1 degrees of freedom, has been used to test 

the significance of the differences in means between the two stations. 

Since station 2 was abandoned after 1970, the data for these tests 

spans the 1968-70 period, a total of 88 sampling dates. 

3.3.2 GRID Displays 

30 GRID , a program from the Harvard Laboratory for Computer 

Graphics and Spatial Analysis, has been used to display water quality 



3.3.2 GRID Displays (continued) 

variations as a function of time and depth (Appendix B). Variations 

in concentration have been represented at six levels using symbols of 

increasing visual intensities to indicate increasing concentrations. 

For each water quality component, the original matrix of concentration 

observations (i* 168 dates * 7 depths) has been transformed into a 

96 x 19 matrix by aggregating and averaging the data at monthly 

intervals and interpolating linearly with depth to provide estimates 

at one meter intervals from 0 to 18 meters. Accordingly, a one-month 

by one-meter GRID cell size has been used. Months with missing 

profiles have been estimated by interpolating between adjacent 

months. Profiles missing for more than three successive months have 

been left blank in the displays. The six concentration levels have 

been selected at equal intervals for components which appeared to be 

distributed normally and at geometrically increasing intervals for 

components which tended toward lognormal distributions. This type 

of display has been found to be particularly helpful in identifying 

seasonal stratification patterns. 

3.3.3 Line Plots 

Seasonal and long-term changes in concentration have been 

illustrated by plotting raw and smoothed volume-averaged concentra­

tions as a function of time (Appendix C). For each sample profile, 
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3.3.3 Line Plots (continued) 

the volume-averaged concentration has been computed as: 

zmax 
- 0 / Cz az d 2 

C = (3.3-2) 
zmax 

0f az d z 

where, 

a = lake surface area of depth z 

C = observed concentration at depth z z 

The above integration has been performed using the trapezoidal rule, 

with surface areas derived from Figure 3.3-1. 

In order to estimate seasonal and long-term components of the 

variations in each time series, a variety of "smoothing" techniques 

have been tried. One of the most flexible and generally satisfactory 

methods found was that of "cubic splines", due to Reinsch ' . This 

technique consists of fitting piecewise cubic polynomials to each set 

of four successive observations in the time series. The coefficients 

of the polynomials are selected to maximize the smoothness of the 

total curve subject to a specified constraint on the mean squared 

deviation of the fitted curve from the observations. The measure 

of smoothness employed is minus the integral of the squared second 



Figure 3.3-1 

ONONDAGA LAKE 

Surface Area and Volume Vs. Depth 

3-30 

CO 

B 6, -

0 10 15 

DEPTH (M) 

20: 

r 



3-31 

t 

c 

3.3.3 Line Plots (continued) 

derivative. Mathematically, the problem is formulated as: 

tmax _ 
maximize: P = - / [S"(t)] dt (3.3-3) 

tmin 

N S(t.) - y. 
subject to: Z ( = — ) <. N (3.3-4) 

i=l 6 vi 

where, 

S(t) = a± + bj.tt-tj,) + ci(t-ti)
2 + d±(t-ti)

3 , t± <. t <. t ± + 1 

a., b., c,, d. = coefficients for the time interval, 
1 X l X t. < t < t.A. 

x — — i+l 
S(t) = "smoothed" value at time t 

y. => observed value of time t. 
i i 

6y. = estimate of the standard deviation 
of observation y. 

N = total number of observations 

Coefficients at the beginning and ends of the time series are subject 

to the following constraints: 

0 



3.3.3 Line Plots (continued) 

c. = cM = d„ - 0 (3.3-5) 
I N N 

The computations of the coefficients have been performed using a 

12 
subroutine in the IBM SLMATH Program Library . This method 

selects the smoothest possible curve that fits the data to within 

the specified accuracy. By varying the specified levels of the 

6y. , varying degrees of smoothness can be achieved. After some 

experimentation, most satisfactory results have been reached by 

first transforming the data to render variance independent of level, 

which, in many cases required log transformation. In such cases, 

a small number has been added to each observation before taking 

logarithms to allow inclusion of zeroes. The standard deviation 

of the transformed data has been computed and each element in the 

6y, vector set equal to a specified fraction, f , of the computed 

standard deviation. In most cases f level of 1.0 has been found 

to give smooth curves which seem to follow trend, while an f level 

of 0.5 has been found to give curves which follow seasonal variation, 

as well as trend. In a series with a large trend, such as phosphorus, 

there was little difference in the smoothed curves at f levels of 

1.0 and 0.5, and f levels of 0.5 and 0.25 have been used to depict 

trend and seasonal variations, respectively. Plotting the raw data 

as points and each of the two smoothed curves on the same graph has 
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3.3.3 Line Plots (continued) 

been found to give a reasonable display of the various components of 

the time series variation. This technique is similar to that employed 

31 
by Spirtas and Levin in examining air pollution data. 

The smoothing techniques described above are a form of exploratory 

data analysis and have been employed only as an objective means of 

summarizing the data and elucidating essential aspects. Since second 

moments have not been considered, no notion of the statistical signi­

ficance of trend or seasonal components has been implied. The method 

has been employed as a partial means of suggesting time series model 

formulations, for which parameters might be estimated and tested for 

significance. The cubic spline method selected for smoothing compares 

favorably with other techniques, such as moving averages with various 

weighting schemes. The latter methods generally require equally spaced 

observations and give smooth curves whose variation tends to lag behind 

variations in the data, unless optimal filtering coefficients are used. 

3.3.4 Mass Balances 

Lake and tributary quality data have been combined with hydrologic 

data in order to formulate mass balances on major water quality compon­

ents for water years 1970 through 1974 (Appendix D). As discussed in 

Section 3.2, only approximate estimates of mass fluxes can be derived, 
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3.3.4 Mass Balances (continued) 

because only grab-sample data was available for the tributaries and 

point sources. Estimation of confidence limits for the mass fluxes 

according to the methods outlined in Section 2.3.2, would be essential 

to an engineering evaluation of potential impacts of source control 

measures, but has been excluded from this preliminary analysis. 

For each tributary or point source, continuous stream flow and 

grab-sample concentration data have been used to estimate average 

mass fluxes at one-month intervals. The algorithm employed to perform 

these calculations is based upon the following equality: 

w (t2-tl) VT dt = 
t 

t2 
1 %Ct 

v2 
dt = / c. dv t 

(3.3-6) 

V 2 " V 1 

t2 

/ ĝ . dt (3.3-7) 

where, 

W = 

w. t 

*t 

mean mass flux between time t. and 
time t„ (mass/time) 

instantaneous flux at time t (mass/time) 

instantaneous flow at time t (vol/time) 



3.3.4 Mass Balances (continued) 

c = instantaneous concentration at time t 
(raass/vol) 

v = integrated flow (vol) 

According to the scheme employed, for a given set of concentration 

and flow data, the coefficients of variation of sample concentration 

and sample flux are computed and compared. If concentration is found 

to be more variable than flux, calculations are performed on the flux 

versus time scale, otherwise they are performed on the concentration 

versus volume scale. In either case, the series is first smoothed 

by fitting piecewise linear least-squares segments to each set of 

three successive observations. This smoothing operation is performed 

three times. The series is then integrated numerically using the 

trapezoidal rule and the integral is evaluated at monthly intervals 

by linear interpolation. Generally, concentration has been found to 

be less variable -than flux in the tributary and lake data and more 

variable than flux in the point source data. 

The fundamental equation employed in the mass balance is: 

Input - Output = y + Accumulation (3.3-8) 



3.3.4 Mass Balances (continued) 

For each component and month, an estimate of the total input flux 

has been derived by summing the individual tributary and point source 

contributions. Ungauged inputs have been estimated based upon gauged 

tributary inputs and drainage area. Due to the difficulty in sampling 

the lake outlet (see Section 3.2.1), concentration data from the epilim-

nion (average of 0, 3, and 6 meter samples at station 1) have been 

used to estimate outflow. The change in storage term in equation (8) 

has been determined from the volume-averaged concentration data at 

station 1. Finally, the accumulation term has been calculated by 

difference. 

The mass balances have been plotted in cumulative form in Appen­

dix D. For each component, the cumulative input plot depicts the 

integrals of the mass flux from each source. The cumulative balance 

plot depicts the integrals of the total input, output, change in 

storage, and accumulation terms. Changes in the slopes of these 

curves reflect flux rate changes. 



3.4 Results and Discussion 

3.4.1 Horizontal Mixing 

Table 3.4-1 summarizes the results of the tests for significant 

differences in means between stations 1 and 2 in the eplimnion and 

hypolimnion. The calculations are tabulated in detail in Appendix A. 

In Table 3.4-1, components have been grouped according to whether the 

tests indicated that the mean for station 1 was higher, that there 

was no significant difference between the stations, or that the mean 

for station 2 was higher. In addition, the differences in means have 

been computed as percents of the grand means. 

Figure 3.1-1 shows that station 1 is located in the south basin 

of the lake, closer to Syracuse and the Metro STP discharge. Results 

of these tests indicate that the eplimnion at station 1 is generally 

a more reduced environment, significantly higher in BOD5, ammonia, 

nitrogen, and organic nitrogen, and lower in dissolved oxygen and 

N03-N than the epilimnion at station 2. Higher rates of primary 

productivity at station 2 are indicated by higher levels of biomass, 

dissolved oxygen, and pH and lower levels of alkalinity. The slightly 

higher epilimion mean temperature at station 1 may reflect the indus­

trial cooling water discharges at the south end of the lake. 

Differences between stations in the hypolimnion are less easily 

interpreted. Alkalinity and pH show the same pattern as in the 

epilimnion. Higher levels of BODe at station 2 may reflect sedimentation 
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STATION 1" 

SIGNIFICANTLY8 

HIGHER 

COMPONENT A b 

Table 3 .4-1 
Summary o f Results of 

{-Tests for Horizontal Mixing 

NO SIGNIFICANT" 

DIFFERENCE 

BETWEEN STATIONS 

COMPONENT Ab 

STATION 2° 

SIGNIFICANTLY3 

HIGHER 

COMPONENT i b 

u 
z o 
3 
»-i 
-i 
a, 
u 

BODs (28.58%) 

Temperature ( .73%) 

Alkalinity ( 2.63%) 

Ammonia N (9.10%) 

Organic N (11.83%) 

N0,-N 

Calcium 

sw2 

Chlor ide 

Ortho-P 

TIP 

Iron 

Chromium 

Copper 

( .78%) 

( - .60%) 

( 3.29%) 

( - .14%) 

( -.10%) 

( -7.35%) 

( 2.70%) 

( - .62%) 

( 4.16%) 

D i s s o l v e d Oxygen (-19.52%) 

Biomass ( -2.69%) 

N0 3 -N ( -8.50%) 

pH ( -1.27%) 

Alkalinity ( 1.92%) 

•a 
§ 

Si02 

Chloride 

( 6.85%) 

( 2.10%) 

Dissolved ( 4.24%) 
Oxygen 

Biomass ( 8.04%) 

Temperature ( -2.51%) 

( 20.9 %) 

(-20.91%) 

N02-N 

N03-N 

Calcium 

Ammonia-N 

Organic-N 

Ortho-P 

TIP 

Iron 

Chromium 

Copper 

( .20%) 

( 4.27%) 

( 6.36%) 

( 1.84%) 

( 9.93%) 

( -5.52%) 

( -5.37%) 

( 7.05%) 

BOD. 

pH 

(-11.64%) 

( -.53%) 

a-95% Confidence level 
2(x . -x 2 ) 

b-o . „ 1 * x 100% 

d-hypolimnion » mean of depths 12m, 15m, 18m. 

e-for station l oca t ions , see Figure 3JM 

c-epilimnion • mean °f depths Om, 3m, 6m; 
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3.4.1 Horizontal Mixing (continued) 

of sewage or algal solids. Growth and sedimentation of diatoms may 

account for slightly higher SiO. concentrations at both levels of 

station 1, although only hypolimnion differences are statistically 

significant. The slightly higher chloride levels in the hypolimnion 

of station 1 are unexplained. 

Because prevailing winds are from the west and the lake's 

orientation is northwest to southeast (see Figure 3.1-1), one would 

expect considerable backmixing in the system in the direction from 

station 2 to station 1, the opposite direction from net advective 

outflow. These results indicate that there is some "plug flow" 

behavior of the system, or that, on the average, backmixing rates 

do not totally dominate over advection and reaction rates. The 

"reactions" involved include oxidation or settling of BOD, nitrifi­

cation, and algal nutrient uptake and growth. Despite the fact 

that statistically significant differences can be discerned, the 

percentage differences between the stations are generally small, 

especially in comparison to vertical differences. It is also possible 

that some of the differences between the stations can be accounted 

for by exchange flows with Seneca River waters at the outlet. 
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3.4.2 Vertical Mixing 

GRID displays in Appendix B illustrate marked vertical strati­

fication patterns in the lake during summer months. Table 3.4-2 

indicates the components tending to concentrate in the epilimnion, 

those exhibiting no marked vertical stratification, and those tending 

to concentrate in the hypolimnion. The pattern generally reflects 

the effects of atmospheric exchange and primary production in the 

epilimnion, settling of algal and non-algal particulates, and 

subsequent decomposition and release soluble compounds in the reduced 

conditions of the hypolimnion. 

The tendencies of BOD-, SiO,, ortho-P, TIP, and NH.-N to con­

centrate in the hypolimnion are consistent with the above mechanisms. 

Higher levels of N02-N and NO,-N in the epilimnion reflect higher 

dissolved oxygen levels there and possible denitrification reactions 

in the hypolimnion. The pH and alkalinity patterns are consistent 

33 
with the following reactions : 

(alkalinity) (calcite) 

Ca + + + 2 HC0 3" £ CaC03 + + C0 2 + H 20 (3.4-1) 

C0 2 + H 20 X H2 C 03 ± H + + HCO,' (3.4-2) 



Table 3.4-2 

Summary of Mid-Summer Vertical Strat i f icat ion 

Patterns in Onondaga Lake, by Component 

Components Concentrating Components Showing Components Concentrating 
in Epilimnion No Strat i f icat ion in Hypolimnion 

Dissolved Oxygen 

Organic N 

N02-N 

N03-N 

PH 

Temperature 

Chlorophyll 

Chromium 

Copper 

Iron 

B0D5 

Si02 

TIP 

Ortho-P 

NH3-N 

Alkalinity 

Calcium 

Chloride 
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3.4.2 Vertical Mixing (continued) 

Carbon dioxide is removed from the epilimnion as a result of photo­

synthesis and added to the hypolimnion as a result of respiration 

and organic matter decay. Removal of C0„ from the epilimnion would 

tend to drive reaction (1) to the right, resulting in increased 

removal of alkalinity through calcium carbonate precipitation. CO, 

removal would also drive reaction (2) to the left", leading to a 

decrease in hydrogen ion concentration and an increase in pH. The 

temperature and chloride stratification patterns are chiefly density 

effects. The metals chromium, copper, and iron do not seem to 

stratify, possibly indicating that they are not involved heavily 

with the chemical and biological processes described above. 

The lake does not remain vertically stratified year-round. 

Density gradients caused by chloride stratification are apparently 

not sufficiently strong to prevent fall and spring overturns induced 

by thermal variations. The density structure of Onondaga is further 

examined in Figures 3.4-1 to 3.4-5. 

A GRID display of density is shown in Figure 3.4-1. For each 

cell in the grid, density has been computed from the corresponding 

13 9 
temperature and chloride value using the following relationship ' : 

where, 

p - (1 - k1(T-4)
2)(l + k2C) (3.4-3) 

3 
P = density (g/cm ) 
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3.4.2 Vertical Mixing (continued) 

T = temperature (degrees C) 

3 
C = chloride concentrat ion (g/m ) 

k± • 6.57 x l O - 6 [(g/cm3)/(deg C)2) 

-6 3 - 1 

k 2 = 1.2 x i o ° (g/ni ) 

A GRID display of vertical density gradient is shown in Figure 3.4-2. 

For each month (column), a fourth degree polynomial ( p versus z ) 

has been fit to the seven density values computed from the corres­

ponding seven temperature and chloride observations. The polynomial 

has been differentiated and evaluated to provide estimates of the 

vertical density gradient at one-meter intervals. Because of the 

relative numerical instability of the derivatives of fitted poly­

nomials, estimates of density gradient obtained in this way are only 

approximate, but sufficient for display purposes. The objective of 

these calculations is to illustrate the location, strength, and 

seasonal variation of the pycnocline, the center of which corresponds 

to the depth of the maximum density gradient. The magnitude of the 

maximum density gradient may be taken as an indication of the degree 

of resistance to vertical mixing. 

Figure 3.4-2 illustrates the downward movement of the pycnocline 

from near the surface in late spring to around 12 meters in late 
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O 3.4.2 Vertical Mixing (continued) 

summer, prior to overturn. Such migration is typically attributed 

to evaporative cooling of surface waters and input of kinetic energy 

3 11 32 at the surface due to wind action ' ' Density gradients appear 

to be decreasing in strength somewhat during this period, particularly 

in comparing the early spring months of successive years. In 1974, 

the pycnocline was considerably weakened relative to other years. 

Figure 3.4-3 displays raw and smoothed variations of the vertical 

temperature and chloride gradients. For each sampled profile and 

component, the volume-weighted gradient has been computed as: 

zm _ _ 
dx" 0f ( V x) (z " z) az d z -§*- = - Z z (3.4-4) 
dz > _ 2 

f (z - z) az dz 

.zm 
0 Z az d Z 

z „ 2 2 (3.4-5) 
An 

</ az d z 

/Zm 

0 Xz az d z x = 5 L-E 0.4-6) 

_* a dz 0 z 



3.4.2 Vertical Mixing (continued) 

where, 

3 
concentration at depth z (g/m ) 

surface area of lake at depth z (m) 

maximum depth (m) 

The trapezoidal rule has been used to perform the above integration 

numerically. The computation of the gradient according to equation 

(4) is analogous to the computation of a linear regression coefficient 

of x_ on z , weighted according to surface area. Figure 3.4-3 z 

indicates that both temperature and chloride gradients were less 

pronounced in the later years of the survey. The absolute values 

of the thermal gradients generally appear to peak slightly after 

mid-year, corresponding to peak lake temperatures (Appendix C). The 

absolute values of chloride gradients generally appear to peak in 

early spring. 

The relative contributions of thermal and chemical gradients to 

the total density gradient are plotted in Figure 3.4-4. The volume-

average density gradient has been approximated as: 

x = 
z 
z => 

m 



Figure 3.4-3 

Line Plots of Temperature and Chloride Gradients 
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Figure 3.4-4 

Chemical and Thermal Components o f Total Density Gradien 
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3.4.2 Vertical Mixing (continued) 

<i> •• <H'<i» • <H"H' »-*-7> 
total thermal chemical 
density portion portion 
gradient 

From equation (3) 

<!§> = -2 kx(T - 4)(1 + k2C) (3.4-8) 

<||) - [1 - kx(T - 4)
2] k2 (3.4-9) 

The means and gradients of chloride and temperature have been 

calculated according to equations (4), (5), and (6). The two lines 

in Figure 3.4-4 represent variations of the total density gradient 

and of the chemical portion of the total density gradient. The 

distance between the two lines represents the thermal portion. It 

is evident that thermal effects dominate during mid-summer and 

chemical effects are most important during other periods. The 

figure also indicates that the decreasing trend in early spring 

density gradients noted previously is associated primarily with 



3.4.2 Vertical Mixing (continued) 

decreasing chloride stratification. 

An essentially equivalent representation of the average density 

gradient is shown in Figure 3.4-5. The "buoyant potential energy 

deficit" represents the theoretical energy requirement to- completely 

32 mix the lake vertically . It has been computed from each sample 

profile according to: 

9 „zm ,zm • 
PE = 9.8 x io [ / p za dz - pz f a dz] (3.4-10) 

U Z 2* O 2 

r m 

0 pz az d z 
p = 0 z z (3.4-11) 

z m 

0f a z d z 

J z a dz 
z - - - (3.4-12) 

(/ az d z 

where, 

PE = buoyant potential energy deficit 
(joules) 

3 
p„ = density at depth z (g/cm ) z 
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Figure 3.4-5 

Buoyant Potential Energy Deficit 



3.4.2 Vertical Mixing (continued) 

Again, the trapezoidal rule has been used to perform the above 

numerical integration. A PE value of zero or less indicates 

instability in the water column, i.e. well-mixed conditions. A 

decreasing trend in PE is apparent, with yearly maximum values 

decreasing and longer periods of instability occurring between 

maxima. 

The above analysis suggests that Onondaga Lake underwent a 

change in density stratification during the study period. Calcula­

tions in Appendix D do not indicate any change in the mean rates 

of chloride flux into the lake over this period. It seems most 

likely that the observed changes can be attributed to hydrologic 

and/or climatologlc variations. While mean annual flows did not 

vary much from year to year (Table 3.2-5) , maximum mean monthly 

flows were generally higher in later years (Figure 3.2-1). Possible 

climatologic variations affecting thermal or kinetic energy ex­

changes at the lake surface may also have influenced the degree of 

density stratification. Modelling studies will be required to 

determine whether the decreasing trend in density stratification 

can be attributed to such factors. 



3.4.3 Phytoplankton and Nutrients 

The vertical and seasonal distributions of nutrients in Onondaga 

Lake have been discussed previously (Section 3.4.2). The pattern has 

been shown to be consistent with algal growth in surface regions and 

subsequent settling and release of available nutrients into the 

hypolimnion. During the study period, it is unlikely that nutrients 

kinetically limited algal growth rates, although they may have played 

a role in determining dominant species. Figure 3.4-6 depicts varia­

tions of the epilimnion- and hypolimnion-average chlorophyll 

concentrations between 1972 and 1975. Annual cycles appear to be 

bimodal and no trend in peak chlorophyll concentrations can be 

identified. 
! 

SiO depletion in the epilimnion, particularly in 1974 and 1975 

(Appendix B), may have controlled diatom populations. The transition 

from spring diatom populations to summer greens, as mediated by SiO.,, 

temperature, and possibly other factors, may be reflected in the 

bimodal chlorophyll cycles. 

The patterns of epilimnion- and hypolimnion-average concentrations 

of total inorganic P and ortho-P are shown in Figures 3.4-7 and 3.4-8. 

The response to detergent phosphate legislation in 1971 is evident. 

The relatively low degree of vertical stratification with regard to 

phosphorus in the earlier years of the study may reflect the fact 

that phosphorus levels were too high during this period to have been 
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Figure 3.4-6 

Line Plot - Chlorophyll 
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Figure 3.4-7 

Line Plot - Total Inorganic Phosphorus 
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Figure 3.4-8 

Line Plot - Ortho-Phosphorus 
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3.4.3 Phytoplankton and Nutrients (continued) 

influenced significantly by algal uptake. In 1975, ortho-phosphorus 

3 
averaged 0.01 g/cm in the epilimnion on three mid-summer sampling 

dates, the lowest levels observed throughout the study period. 

35 3 
Thomann et al. have used a half-saturation constant of 0.005 g/cm 

P in simulating the response of algal growth rate to phosphorus con­

centration. Using this value and the Michaelis-Mentem rate expression, 
3 

a level of 0.01 g/cm P would result in a 33% reduction in maximum 

algal growth rate due to phosphorus stress. Acknowledging the vari-

3 
ability of the 0.005 g/cm parameter, it seems possible that available 

phosphorus levels may have partially controlled algal growth rates 

in 1975. 

Levels of ammonia nitrogen and carbon dioxide remained we l l above 

rate- l imit ing levels throughout the study period. I t i s evident that 

l i gh t was the primary rate- l imit ing resource. Mid-summer transparencies 

were generally on the order of one half t o one meter. 

The abundance of primary nutrients has supported a diverse 

co l l ec t ion of phytoplankton. Figure 3.4-9 presents semi-quantitative 

data on the phytoplankton and zooplankton populations between 1968 

20 24 and 1974, as derived from the Onondaga Lake Study reports ' and 

34 Sze . Because of the wide variations in c e l l s i ze from specie to 

spec ie , the c e l l number data in Figure 3 .4 -9 cannot be used alone to 

determine biomass distr ibution. In 1968, species were recorded as 

l 
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Figure 3.4-9 

Phytoplankton and Zooplankton Populations 
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3.4.3 Phytoplankton and Nutrients (continued) 

present/absent only. 

The phytoplankton population is shown to consist mainly of 

greens and diatoms. From 1968 to 1971, blue-greens (chiefly 

Aphanizomenon flos-aquae) dominated biomass in late summer, a fact 

not obvious in Figure 3.4-9 because of the greater size of blue-

green cells relative to other types. The near-disappearance of 

blue-greens in latter years has been interpreted as a "positive" 

sign that conditions in the lake have been improving. Mechanis­

tically, this has been attributed to lower levels of available 

20 
phosphorus encountered after phosphate detergent legislation in 1971 , 

the general hypothesis being that blue-greens were less able to com­

pete for lower levels of phosphorus than were other algal types. 

Alternative explanations .are discussed below. 

The apparent decreasing trend in SiO levels may reflect an 

increase in diatom activity. Two factors may have contributed to 

this. Diatoms have been shown to be particularly sensitive to 

chromium10, the levels of which decreased markedly in 1973 (Appen­

dices B and C). The lowering of chromium levels may have given 

the diatoms a competitive advantage over other algal types. 

2 
Secondly, simulation studies by Bella have shown that the degree 

of vertical mixing in a lake may influence interspecific competition 

among algal types. In particular, enhanced mixing tends to favor 



3.4.3 Phytoplankton and Nutrients (continued) 

faster-sinking algae (diatoms) over slower-sinking varieties (blue-

greens) . Thus, the increasing diatom activity and the near-disappearance 

of blue-greens may also be explained by the apparent decrease in 

vertical stratification, as discussed previously (Section 3.4.2). 

Aside from the disappearance of blue-greens, no trend in algal 

species diversity is evident. On the order of twelve algal species 

were generally present in mid-summer samples throughout the monitoring 

period. In view of the abundance of nutrients and peculiar aspects 

of the lake (high heavy metal concentrations and salinity), the 

diversity of the phytoplankton population is considered surprisingly 

24 38 24 38 
high ' . Fish populations are likewise surprisingly diverse ' 

24 
O'Brien and Gere examined the temporal sequences of phytoplankton 

and zooplankton densities during the 1968-69 baseline study, noting 

that major shifts or drops in the phytoplankton population could not 

be explained by concomitant zooplankton increases. It was concluded 

that factors other than predation (possibly toxicity) were chiefly 

controlling the algal populations. 

3.4.4 Dissolved Oxygen 

The GRID display of dissolved oxygen in Appendix B shows the 

effects of aeration and primary production in the surface waters and 
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3.4.4 Dissolved Oxygen (continued) 

respiration and oxygen depletion in the hypolimnion. The oxygen 

data have been re-plotted as percent of saturation in Figure 3.4-10. 

For each GRID cell, the oxygen saturation level has been computed 

from the corresponding temperature and chloride level using the 
g 

following r e l a t i o n s h i p derived from da ta in Fai r , Geyer, and Okun : 

( D 0 , = 4 4 8 - 4 + 3 ' 8 * 1 0 " 3 c 

1 'SAT T + 30.04 T + 22.8 

where, 

T = temperature (degrees C) 
3 

C = chlor ide concentra t ion (g/m ) 

The time- and space-averaged dissolved oxygen concentra t ion during 

the period amounted t o 31% of s a t u r a t i o n , re f lec t ing t h e dominance 

of heterotrophic a c t i v i t y induced by ex terna l and i n t e r n a l BOD 

sources. Super-saturated levels of DO in the mid-summer ep i -

limnion indica te regions of intense photosynthesis . 

The data i n d i c a t e a general t r e n d toward improved condit ions 

in the hypolimnion, represented by s h o r t e r annual per iods of 

anaerobic cond i t ions . At 18 meters , oxygen levels were below 
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Figure 3.4-10 
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3.4.4 Dissolved Oxygen (continued) 

3 
1 g/m for ten months of the year in 1970, compared with a five-month 

anaerobic period in 1974. This trend can be most easily seen by 

comparing hypolimnic dissolved oxygen levels in the early spring of 

successive years in Figure 3.4-10. 

Line plots of volume-averaged dissolved oxygen levels are shown 

in Figure 3.4-11, smoothed according to the method outlined in Section 

3.3.3. Oxygen levels plotted as DO , D0/D0_._ , and DO -DO all 

indicate an improving trend. Seasonal patterns are also evident and 

especially regular when the data are plotted as DO deficit ( DO -
SAX 

DO ). The regular periodicity of these data may reflect the importance 

of photosynthetic oxygen sources, since minimum deficits generally occur 

during seasons of peak solar intensity and photosynthetic rates. 

Temperature effects on D0_ could also partially account for this 

periodicity. 

Dissolved oxygen levels are generally determined by the balance, 

or imbalance between oxygen sources and sinks. Trends in the DO data 

should therefore result from trends in one or more of the oxygen 

sources or sinks. In general, no trends can be seen in the ambient 

levels of BOD or in the external loading rates. It is unlikely that 

the internal sources and sinks of DO have been altered much, since 

photosynthetic nutrient supplies generally remained in excess, except, 

possibly, in the case of ortho-phosphorus in 1975. The DO trend can 



Figure 3.4-11 
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3.4.4 Dissolved Oxygen (continued) 

best be explained by improved aeration of the bottom waters accom­

panying the decreasing trend in vertical stratification. Figure 

3.4-12 compared the GRID displays of vertical density gradient and 

dissolved oxygen, as percent of saturation. The inverse relationship 

between density gradient and hypolimnic DO levels is apparent. 

3.4.5 Mass Balances 

The results of mass balance calculations performed on major 

water quality components are displayed in Appendix D, and summarized 

( • in Table 3.4-3. In the latter, the four terms of each mass balance 

(input, output, change in storage, and accumulation) are expressed 

in units of grams per square meter of lake surface per year. The 

retention coefficient ( = accumulation/total input) and the fraction 

of the total input attributed to the Metro STP discharge are also 

given. Based upon examination of the mass balance figures in Appen­

dix D, the component balances which exhibited trends have been broken 

into two or more time periods. "Trends" are indicated in the balance 

plots by changes in slope of the cumulative input, output, and/or 

accumulation lines. Division has been done at yearly intervals to 

incorporate seasonal effects. 

As noted in Section 3.3.4, the epilimnion-averaged concentrations 

f 
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Figure 3.4-12 
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Table 3.4-3 

Mass Balances - Onondaga Lake 

Fluxes in grams per square meter of lake surface per year 

Fra 
Hater Total Total Change in Retention In 

Component Years Input Output Storage Accumulation Coefficient to 

Chloride 

Nitrate and Nitrite N 

Total Kjeldohl N 

Total Nitrogen 

Silica (Si02) 

Alkalinity (as Ca C0}) 

Total Inorganic P 

Ortho-P 

Condensed Inorganic P 

5-Day BOD 

1970-74 

1970-72 

"i9T3-"74" 

1970-71 

1972-74 

1970-71 

~19~72-74" 

1970-74 

1970-74 

1970 
1971 
1972-74 

1970 
1971 
1972-74 

1970 
1971 
1972-74 

1970-74 

72814. 70753. 322. 1739. 

47.4 2S.7 . .2 21.5 
(28.0)° (19.2) 

24.5 20.8 -.3 " 4.0 
(22.7) (2.1) 

273.8 267.3 -.2 6.7 
(241.8) (3?,2) 

262.3 189.1 +.8 72.4 
(171.1) (90.4) 

321.5 288.7 1.3 31.5 
(263.8) (S6.4) 

~ 294.9" 2M.9 0.0 80.6' 
(196.4) (98.5) 

394.2 235.8 -6.3 164.7 

10500. 9038. 37. 1425. 
(8799.) * (16S9.) 

1S6.7 79.4 -20.8 98.1 
68.2 70.3 10.1 -12.2 
36.3 20.9 -7.6 23.0 

48.0 39.5 -14.3 22.8 
32.5 40.0 11.7 -19.2 
23.7 15.7 -S.2 13.2 

108.7 39.9 -6.5 75.3 
35.7 30.3 -1.6 7.0 
12.6 5.2 -2.4 9.8 

1389. 289. -5. 1105. 
(217.1 n17711 

.024 

.453 
. JW0S) _ . . 

.163 
(.086) 

.02S 
. (-118) 

.227 
(.345) 

.098 

.271 
(.334) 

.417 

.136 
(.158) 

.626 
-.179 
.634 

.477 
-.592 
.560 

.693 

.196 

.778 

.796 
f.8471 

a Retention Coefficient = Accumulation/TotuI Input 

b Corrected for lack of complete mixing: multiplied by ratio of Station 2 to Station 1 
epilimnion - averaged concentrations (TableTM 



3.4.5 Mass Balances (continued) 

at station 1 (see Figure 3.1-1) have been used to estimate lake 

outputs. Tests for horizontal mixing have indicated, however, that 

the lake is not completely mixed with regard to all components. 

The output fluxes in parenthesis in Table 3.4-3 have been corrected 

for this lack of complete horizontal mixing by multiplying the 

station 1 estimate by the ratio of the mean concentration at 

station 2 (closer to the lake outlet) to the mean concentration 

at station 1, as given in Table 3.4-1. This was not done for 

silica or the phosphorus components, since the differences between 

station 1 and 2 were not found to be statistically significant in 

these cases. 

For each component, the accumulation term in the balance has 

been computed by subtracting output and change in storage from 

total input. This term thus represents the net sum of all fluxes 

which have not been measured or estimated directly, including 

sediment or atmospheric exchanges and chemically- or biologically-

mediated transformations within the lake. The accumulation term 

also reflects possible errors in the input flux estimates due to 

sampling strategy relative to periodicities in point sources or 

intervening storm events in tributaries, as discussed in Section 

3.2.1. 

Over the five-year period, estimated chloride inputs balanced 

estimated outputs to within 2.4%. Since no mechanisms for chloride 
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3.4.5 Mass Balances (continued) 

trapping within the lake are known to exist, the salt balance tends 

to verify the assumptions, techniques, and data used in developing 

the hydrologic balance and in estimating mass fluxes from grab-

sample concentration data. Ninemile Creek, which accepts the waste 

bed overflow from the Allied Chemical Company's solvay plant, accounted 

for 76.1% of the total chloride input to the lake over the five-year 

period. Assuming that the background concentrations of chloride in 

Ninemile Creek were the same as those in Onondaga Creek (averaging 

3 
275 g/m ) , about 68.3% of the total chloride flux can be attributed 

to the solvay plant discharge. No trends in the chloride balance 

are evident. 

Fluxes of reduced nitrogen forms (Kjeldahl) dominate over those 

of oxidized forms (nitrate and nitrite) by about an order of magni­

tude. Trends in the balances of each nitrogen form are evident. 

Nitrate and nitrite inputs were reduced by about a factor of two 

in 1973 and 1974, attributed primarily to reductions in loadings 

from Onondaga Creek and Ninemile Creek. Nitrate and nitrite may be 

produced in aerobic regions of the lake through nitrification and 

lost in anaerobic regions through denitrification. Algal uptake may 

be another important nitrate sink. The reduced net accumulation rates 

of the oxidized nitrogen forms in the latter years may reflect in­

creased oxygen levels and enhanced nitrification. 
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3.4.5 Mass Balances (continued) 

Trend in the Kjeldahl nitrogen balance is toward reduced output 

rates and increased net accumulation rates. During water years 1970 

and 1971, outputs balanced inputs to within 11.8%. During the 1972-

1974 period, however, 34.5% of the influent Kjeldahl nitrogen was 

trapped with the lake or converted to oxidized forms. Enhanced 

aeration could have accounted for this increase. The disappearance 

of blue-green algae over this same period may also have eliminated 

an important internal Kjeldahl nitrogen source. 

The trends and relationships in the total nitrogen balance are 

similar to those of the Kjeldahl nitrogen balance. The increase in 

the percent of total nitrogen loading due to the Metro STP discharge 

from 38.7% to 47.1% may be partially attributed to the Onondaga 

County combined sewer maintenance program, which reportedly elimi­

nated several dry-weather sewer overflows into Onondaga Creek and 

14 
Harbor Brook during this period . In addition, the Ley Creek 

Sewage treatment plant discharge was diverted from Ley Creek to the 

24 
Metro STP at the end of 1969 . 

The silica balance was relatively constant throughout the 

five-year period. An estimated 43.7% of the influent silica was 

trapped within the lake. Mechanisms for silica removal include 

uptake by diatoms and subsequent deposition, and formation and 

24 
sedimentation of silica-containing minerals . 



3 . 4 . 5 Mass Balances (continued) 

The a l k a l i n i t y balance l i k e w i s e appears t o be r e l a t i v e l y s t a b l e . 

On the average, 15.8% of the i n f l u e n t a l k a l i n i t y was removed. The 

primary react ion accounting for t h i s i s : 

Ca++ + 2 HC03~ £ CaC03 + + C02 + H20 (3 .4 -13) 

a l k a l i n i t y c a l c i t e 

The high l e v e l s o f calcium in the l a k e dr ive t h i s r e a c t i o n t o the 

r i g h t i n nearly a l l regions and s e a s o n s , except where pH f a l l s 

24 below 7 

Table 3.4-3 presents balances on three phosphorus forms: TIP, 

ortho-P, and condensed inorganic P ( ** TIP - ortho-P). The response 

to phosphate detergent legislation in 1971 is evident. The time 

period has been broken into three parts: pre-legislation (1970), 

transition (1971), and post-legislation (1972-74). Comparison of 

pre- and post-legislation periods indicates a reduction of 77% in 

the TIP loadings*. The TIP retention coefficients, however, remained 

* This 77% reduction is surprisingly high, in view of the amount of total 
phosphorus which has been attributed to detergents in sanitary wastes 
(<v 56%)29. Some of this reduction could have been due to the county's 
combined sewer maintenance program which was being carried out simulta­
neously with the detergent legislation. In addition, the pre- and post-
legislation phosphorus measurements do not include the organic phosphorus 
fraction, which would not be influenced by detergent formulation. 



3.4.5 Mass Balances (continued) 

relatively constant, at values of 62.6% and 63.4%, respectively. 

During the transition period, internal sources of TIP and ortho-P 

are apparent, in that the computed retention coefficients are 

negative. This could have resulted from exchange from sediments or 

with organic phosphorus forms in the water column during this period. 

This type of transient response is in tune with a model proposed by 

16 
Lorenzen et al. for simulating the response at Lake Washington to 

phosphorus diversion. Mechanisms for phosphorus removal include 

algal uptake and deposition and chemical precipitation. The lake 

is supersaturated with calcium phosphate, and formation and precipa-

tion of hydroxyapatite and fluorapatite are expected to be important 

24 
mechanisms for phosphorus removal . The relative stability of such 

minerals to changes in redox potential (unlike iron-phosphorus 

compounds) tends to indicate that release of soluble phosphorus 

from the sediments in significant amounts would be unlikely. The 

fact that the pre- and post-legislation TIP retention coefficients 

are similar indicates first-order behavior of the phosphorus removal 

mechanism and suggests that chemical precipitation may be more 

important: than algal uptake and sedimentation. The former mechanism 

is first-order and the latter, zero-order in phosphorus concentra­

tion, under conditions in which phosphorus is not limiting algal 

growth. 

The BOD,, balance appears to have been relatively stable over 
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the five-year period. The Metro STP discharge, determined from the 

23 
Onondaga County plant performance records , accounted for 79.2% 

of the total external loading of BODc. Average outflow amounted to 

15.3% of the external loading. Consideration of internal loadings 

resulting from primary production can provide a much more complete 

picture of the organic matter and oxygen balances of the lake. 

Gross primary production has been estimated using data provided 

20 
by O'Brien and Gere . Light/dark bottle studies were done on four 

days between May and September in 1974. The average daily gross 

producitivity was estimated at 6.1 grams of carbon per square meter 

2 
per day (observed range 3.8-7.4 g-C/m -day). Assuming that 85% of 

4 
the yearly production occurred in the 150-day May - September period , 

2 
an annual gross production of 1080 g-C/m -year is estimated. Using 

4 
conversion factors given by Byrlinsky and Mann , this corresponds 

2 2 
to 2900 g-02/m -yr and 10150 Kcal/m -yr. At an annual average visible 

2 22 
solar radiation intensity of 3200 kcal/m -day , this corresponds to 

a photosynthetic efficiency of 0.9%. 

4 

Brylinski and Mann have studied the relationships among phyto­

plankton standing crop, gross productivity, and photosynthetic 

efficiency using the International Biological Program data base. 

The results of the above calculations have been compared with those 

of Brylinski and Mann in Figure 3.4-13. While Onondaga Lake is shown 

to be highly productive, the relationships among phytoplankton standing 
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Figure 3.4-13 

Relationships Among Phytoplankton Standing Crop, Gross Photosynthesis, 
and Photosynthetic Efficiency for Onondaga Lake Compared with Results 

of Brylinsky and Mann^ 
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3.4.5 Mass Balances (continued) 

crop (as chlorophyll), primary production, and photosynthetic effi­

ciency are close to what one would expect based upon Brylinski and -

Mann's studies of a wide range of lakes. Besides providing perspec­

tive on Onondaga Lake, this lends some strength to the productivity 

estimate derived above. 

Using this figure to represent internal sources of oxygen 

demand, an annual-average ultimate oxygen demand balance has been 

formulated (Table 3.4-4). The ratio of 5-day to ultimate carbon­

aceous BOD has been assumed to be 0.65, corresponding to a first 

order decay rate of 0.21 day- . Nitrogenous oxygen demands have 

been calculated from the TKN balances, assuming the following 

stoichiometry for the nitrification reaction: 

NH3 + 2 0 2 •*• N03" + H+ + H20 (3.4-14) 

Table 3.4-4 shows that external sources of oxygen demand only 

slightly exceed internal (photosynthetic) sources on an annual 

average basis. During productive seasons, internal sources would 

be expected to dominate. The total net loading to the lake, after 

2 
subtracting outflow, amounts to 14 g-02/m -day, or, assuming an 

3 
average depth of 12 meters, about 1.2 g-09/m -day. Since gross 



Table 3.4-4 

Onondaga Lake 

Ultimate Oxygen Demand Balance 

Average Annual Conditions (1970-74) 

Areal 
Basis 
(g-02/m -day) 

Volumetric 
Basis 
(g-02/m -day) 

External Sources 

Carbonaceous 5.85 0.49 

Nitrogenous 3.28 0.27 

Internal Source 

Gross Photosynthesis 7.91 0.66 

Total Input 17.04 1.42 

Outflows 

Carbonaceous 0.92 0.08 

Nitrogenous 2.14 0.18 

Total Outflow 3.06 0.26 

Net Demand 13.98 1.16 

* 1972-74 



3.4.5 Mass Balances (continued) 

2 
photosynthesis would supply a maximum of 7.9 g-0_/m -day, assuming no 

atmospheric losses due to super-saturation, remaining oxygen sources or 

organic matter sinks would have to account for a minimum of 6.1 g-02/ 

2 3 
m -day or 0.5 g/m -day of oxygen demand. Oxygen sources include 

aeration, and nitrate and sufate reduction. Sedimentation of parti­

culate organic matter may be an important oxygen demand sink, depending 

upon the extent to which this oxygen demand is exerted in a benthic 

form. 

24 
O'Brien and Gere have attempted to quantify benthic oxygen 

demands by measuring oxygen uptake in disturbed sediment cores. 

2 
Measured values ranged from 0.0024 to 0.0034 g-0„/m -day, well below 

the magnitude of external and other internal sources of oxygen demand. 

19 
However, these data are suspect; Newbold and Ligget reviewed the 

literature on benthic oxygen demands in lakes and streams and 

2 
concluded that a value in the range of 0.1 to 1.0 g-O /m -day was 

appropriate for Cayuga Lake. This range is about 50 times higher than 

that measured in Onondaga Lake. It seems unlikely that the Onondaga 

values would be so much lower, particularly considering its reportedly 

24 

extensive organic sludge deposits . On the other hand, the precipi­

tation of calcium carbonate in Onondaga may serve to blanket the sludge 

deposits and prevent exertion of oxygen on demand in the overlying 

water. Calcite precipitation may also be an important mechanism for 

removal of yellow and humic organic compounds from the water column 
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25 
via an adsorption/sedimentation process . If Newbold and Ligget's 

figures are used, the benthic component of the oxygen demand balance 

may be appreciable. However, since the source of the organic matter 

exerting the benthic demand is in the water column, the net balance 

in Table 3.4-4 is not affected. 

Tertiary treatment of the Metro STP effluent to remove BOD and 

phosphorus is a measure designed to reduce both external and internal 

(photosynthetic) sources of oxygen demand. Based upon the calcula­

tions outlined above, the maximum impact of this plan on the oxygen 

demand budget of Onondaga Lake is presented in Table 3.4-5. In 

order to put an upper limit on the effects of phosphorus reduction, 

gross photosynthesis has been assumed to be reduced in proportion to 

the total phosphorus loading. This assumes that production is phos­

phorus-limited and ignores nutrient recycling effects. Accordingly, 

maximum reduction of 59% in the total oxygen demand loading is 

estimated. 

3.5 Eutrophication Assessment 

3.5.1 Phosphorus as a Controlling Factor 

in order to develop some perspective on Onondaga Lake from a 

eutrophication viewpoint, its phosphorus balance has been compared 
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Table 3.4-5 

Onondaga Lake 

Present and Projected Ultimate Oxygen Demand Loadings 

2 
(grams 0,,/m -day) 

Average Conditions 
(1970-74) 

Future Conditions 
(1980) 

External Sources 

Carbonaceous 

Nitrogenous 

5.85 

3.28 

1.53 

3.28 

Internal Source 

Gross Photosynthesis 7.91 2.15* 

Total 17.04 6.96 

( 

* Assuming primary production reduced in proportion to total 
inorganic phosphorus loading; represents a lower limit. 
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3.5.1 Phosphorus as a Controlling Factor (continued) 

with balances of a wide variety of other northern temperate lakes. 

This comparison has been done in the contexts of empirical models 

for predicting lake trophic state as a function of phosphorus loading 

and morphologic indices. The models employed have been discussed 

and evaluated in detail in Chapter 2. They include the two models 

of Vollenweider ' , that of Dillon and Rigler , and the model 

developed from the stepwise discriminant analysis in Chapter 2. 

Table 3.5-1 presents the "permissible" (oligotrophic/mesotrophic) 

and the "dangerous" (mesotrophic/eutrophic) phosphorus loading levels 

for Onondaga Lake as estimated by these various models. These levels 

can be compared with estimated past, present, and future TIP loading 

also presented in Table 3.5-1. The projected TIP loading for 1980 is 

still over twice the highest "dangerous" level estimated by any of 

the models. 

Two factors render these empirical models of limited value for 

application to Onondaga. First, the models are all based upon 

measurements of total phosphorus, whereas only total inorganic 

phosphorus readings were available in this case. Second/ the 

uniguely-high calcium content of Onondaga promotes phosphorus removal 

24 

via calcium phosphate precipitation and sedimentation . This re­

moval mechanism was generally not present to the same degree in the 

lakes upon which the empirical models were based. For this reason, 
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Table 3.5-1 

Allowable Phosphorus Loadings for Onondaga Lake According to 

Model 

Various Models 

(grams / m - year) 

"Permissible' "Dangerous" 

Vollenweider I 

Vollenweider II 

Dillon and Rigler 

ESP 

0.11 

0.74 

1.48 

0.66 

0.22 

1.48 

2.96 

1 1.90 

c 
Observed and Projected Loadings 

Water Year TIP Loading % METRO STP 

1970 
1971 
1972 
1973 
1974 

* 
Projected 

156.7 
68.9 
42.2 
38.7 
28.7 

7.8 

43 % 
54 % 
76 % 
67 % 
81 % 

30 % 

* assuming 90 % reduction in 1974 METRO STP loading 

f 
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3.5.1 Phosphorus as a Controlling Factor (continued) 

the permissible and dangerous loadings specified by the various models 

may be too conservative. To some extent, .Dillon's model may account 

for the effects of the additional phosphorus removal mechanism by 

employing the observed retention coefficient (0.63). Accordingly, 

the loadings specified by that model are higher than those specified 

by the others. The fact that the observed retention coefficients 

before and after detergent legislation were similar (see Table 3.4-3) 

suggests the validity of the first-order assumption inherent in the 

Dillon model. However, it is still uncertain whether the relationship 

between lake trophic state and phosphorus concentration holds in the 

unusual chemical environment of Onondaga Lake, i.e., the target levels 

3 
of 0.02 and 0.01 g-P/m may not be realistic. 

. An indication of the importance of calcium phosphate precipitation 

as a phosphorus removal mechanism can be derived by comparing the 

observed retention and phosphorus sedimentation coefficients with 

those estimated using the retention model developed in Chapter 2: 

454 
1-RE = 1/(1 + 0.824 T ) = 0.70 

KE = 0.824 T"'546 = 1.86 year"1 

( 

The corresponding observed values are given by: 
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3.5.1 Phosphorus as a Controlling Factor (continued) 

1-RO = 0.37 

KO = RO/[(l-RO)T] = 7.53 year"1 

The standard error of estimate for the above retention coefficient 

model is 0.137. The following t-test suggests that the observed 

and estimated retention coefficients are significantly different: 

t = (RO-RE)/SEER = (0.63-0.30)/0.137 = 2.41 

These calculations indicate that the retention coefficient in Onondaga 

is about twice what one would expect, based upon the model developed 

on data from other northern temperature lakes. The effective first-

order sedimentation coefficient/is about 4 times the expected value, 

suggesting the importance of additional phosphorus removal mechanisms 

in Onondaga. Some of these differences may be attributed to the fact 

that only inorganic phosphorus measurements were available. Since 

the organic faction in the pake's outflow has been ignored, the actual 

total phosphorus retention coefficient may be somewhat lower. 
\ 

\ 



3.5.1 Phosphorus as a Controlling Factor (continued) 

As noted above, the Dillon model roughly accounts for any unusual 

phosphorus removal mechanisms in Onondaga. The projected loading for 

1980 is still over twice the dangerous level predicted by that model. 

Since the Metro STP will account for only 30 percent of the projected 

loading, some rather extreme non-point source control measures may 

have to be implemented in order to reach acceptable loading levels. 

Estimation of confidence limits on the tributary and point-source 

loadings and consideration of combined sewer overflows (which may not 

be adequately reflected in the tributary loading estimates) would be 

required in order to provide an adequate basis for projecting the 

impacts of non-point source control measures. Generally, the results 

of this analysis supports the EPA's conclusion that "the best reason 

for instituting phosphorus removal at the Metropolitan Syracuse STP 

38 
is the protection of Lake Ontario" 

3.5.2 Light as a Controlling Factor 

15 
In Chapter 2, the rationale behind the Lorenzen-Mitchell model 

for predicting the potential effects of mixing upon algal production 

in lakes and impoundments was discussed. A scheme for estimating 

the parameters of the model from transparency observations was also 

presented. The model is applied below to estimate the potential 

effects of mixing under present and future nutrient loading regimes. 
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c 3.5.2 Light as a Controlling Factor (continued) 

According the development in Chapter 2, peak, light-limited 

biomass, expressed in terms of grams of chlorophyll-a per square 

meter, is given by: 

Cz - & - fz "-5-11 

0 

The corresponding expression for nutrient-limited biomass is: 

cmax z m % z (3>5_2) 

N y 

where, 

C = light-limited biomass (g Chl-a/m ) 

,ma C H = nutrient-limited biomass (g Chl-a/m ) 

Z - mixed depth (m) 

\i - maximum growth rate of algae (day ) 

r = respiration rate of algae (day) 

3 = incremental light extinction coefficient 
due to algae (m2/g Chl-a) 

a = background extinction coefficient (m ) 

F = light/depth integral 

N - limiting nutrient concentration at spring 
overturn (g/m3) 



3.5 .2 Light as a Cont ro l l ing Factor (continued) 

y •= n u t r i e n t content of algae 
(g nu t r i en t /g Chl-a) 

The model suggests t h a t peak biomass • w i l l be control led by l i g h t or 

by n u t r i e n t s , according t o whether C max, is less than or greater 

than C Z , respectively. In Chapter 2, it was shown that the 

parameters of the model could be estimated from the following 

relationships: 

2.718A/24 

a = 1.44/Z max 

m 
JL. 
r 

= 1.44 Z/F Z min 

(3.5-3) 

(3.5-4) 

(3.5-5) 

where, 

X 

.max 
3s 

,min 

= day length at peak biomass (hours) 

= maximum Secchi depth observed in the 
course of a year (m) 

= minimum Secchi depth observed in the 
course of a year (m) 



3.5.2 Light as a Control l ing Factor (continued) 

Transparency observations i n Onondaga Lake over the 1968-74 per iod 

are p l o t t e d in Figure 3 . 5 - 1 . These general ly range from about 0.5 

meter t o 2.5 meters, although some year- to-year va r i a t ions in these 

ranges a r e apparent. During t h i s period, n u t r i e n t concentrat ions 

were in excess , so the assumption i s made t h a t a 0.5 meter Secchi 

depth corresponds to peak, l i g h t - l i m i t e d biomass. For a thermocline 

depth of 9 meters, the average epilimnion depth i s estimated a s the 

r a t i o of volume to surface a r e a , or 7.15 (see Figure 3.3-1) . Ac­

cordingly, the following parameters are assumed: 

Z = 0 . 5 meter s 

Z m a x = 2 .5 meters s 

Z = 7.15 meters 

A = 15 hours 

Subs t i tu t ing in to equations (3) t o (5) 

F = 1.70 

a = 0.58 m" 
m 

H- = 12 .1 
r 



^ 

0.0 

Figure 3.5-1 

Onondaga Lake'Transparency Measurements _l 1 1— 1-
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3.5.2 Light as a Controlling Factor (continued) 

m 
The estimated value of — i s within the range of values reported in 

7 
the l i t erature . Assuming that phosphorus i s the potential l imit ing 

nutrient, the remaining parameters have been derived from the l i t e r a ­

ture: 

0 = 20 m2/g Chl-a (ref.: 1, 26) 

y = 1 g-P/g Chl-a (ref .: 7, 26) 

Thus, the expressions for l i g h t - and nutrient-limited biomass are: 

cmax z _ 1Q3 _ 0 # 0 2 g z (3.5-6) 

c!fX Z = N Z (3.5-7) 
N o 

These lines are plotted in Figure 3.5-2 for values of N , the total 

inorganic phosphorus concentration at spring overturn, of 1.58, 0.32, 

3 
and 0.086 g/m . These concentrations correspond to 1970, 1974, and 

1980 conditions, respectively. The figure for 1980 was estimated as 

the observed value for 1974 (Figure 3.4-7) times the ratio of 1980 

to 1974 TIP loadings (Table 3.5-1). 
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3 .5 .2 Light as a Controlling Factor (continued) 

Figure 3.5-2 indicates that under current mixing regimes 

( Z = 7.12 meters) and past and present phosphorus loading, peak 

biomass should be l ight - l imi ted . The intersect ion of the Z = 7.15 

meters l ine with the l ight- l imited biomass l ine occurs at a CZ 

2 
value of 0.82 g Chl-a/m . This suggests that peak biomass concen-

3 
trations should be in the vicinity of 0.82/7.15 = 0.115 g Chl-a/m , 

or 115 micrograms Chl-a/liter. Observed peak biomass levels for 

the 1972-75 period ranged from about 90 to 150 and averaged 110 

micrograms per liter (Figure 3.4-6). These observations are not 

inconsistent with model predictions. 

The model indicates that the 1980 loading reduction should 

result in a nutrient-limited peak algal biomass level of 0.62 g Chl-a/ 

m , corresponding to a volumetric concentration of 87 micrograms/1iter, 

or a 24% reduction of current levels. In order to bring peak biomass 

concentrations down to less than 30 micrograms Chl-a/liter, another 

66% reduction in phosphorus loadings would be required. These conclu­

sions are not greatly different from those derived from use of the 

Dillon model in the previous section, which suggested that a 62% 

reduction in the 1980 loadings would be required to reach "dangerous" 

loading levels (Table 3.5-1). 

The fact that peak biomass will be nutrient-limited under 1980 

conditions suggests that increases in mixing rates may enhance 
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3.5 .2 Light as a Control l ing Factor (continued) 

product iv i ty somewhat. If i t i s assumed tha t enhanced mixing effec­

t i v e l y increases mixed depth, Onondaga would l i e somewhere between 

cur ren t conditions ( Z = 7.15 meters) and the completely-mixed 

condit ions ( Z = 11.7 meters) . A maximim production of 0.77 g Chl-a/ 
2 
m would be realized at an effective depth of 9 meters, while the 

completely-mixed condition would result in a light-limited peak 

biomass of 0.70 g Chl-a/m . Thus, the model indicates that, from 

the point of view of total biomass production, no benefits would 

be derived from mixing the lake under the estimated 1980 loading 

conditions, 

Under light-limited conditions, the expression for Secchi depth 

is: 

mxn 
s 'L 

1 

1 

.44 rZ 

ji F 

.44 

z < z — c 

z > z 

z - J * 
c ra 

(3.5-8) 

Under nutrient-limited conditions, 

(zmin) 
s N 

1.44 
0N,. 

a + 

(3.5-9) 
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3.5.2 Light as a Controlling Factor (continued) 

For the parameter values estimated above: 

, min, 
* S ' L = 0.070 Z , Z <. 35.5 (3.5-10) 

= 2.50 , Z > 35.5 

(j^i*) = I-4* M (3.5-11) 
s 'j] 0.58 + 20 Nc 

Under 1980 conditions and the current mixing regime, i t was estimated 

above the peak biomass would be nu t r i en t - l im i t ed . Accordingly, the 

minimum Secchi depth would be given by: 

„min ,„min. 1.44 _ -_ 
Z = (Z ) = . EO , - - , _ „ Q e . = 0.63 meter 

s s N 0.58 + 20(0.086) 

This would represent a s l i g h t improvement over current condi t ions 

( Z x n = 0.5 meter). I t was a lso estimated above tha t i f t h e lake s 

were completely mixed ( Z = 11.7 meters) , peak a lga l biomass would be 

l i g h t - l i m i t e d . Accordingly, under these condi t ions : 

zmin m (gininj = QQ7Q ( n > 7 ) = 0 < 8 2 m e t e r s 
s s L 
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Thus, mixing the lake under 1980 phosphorus loading conditions would 

increase minimum transparency by about 30%. This change would probably 

be difficult to measure with a Secchi disc in this range, although it 

could be detected with light transmission measurements. The two 

conditions examined above correspond to volumetric biomass concen­

trations of 87 and 59 micrograms Chl-a per liter, respectively, or a 

potential 31% decrease as a result of mixing. 

Generally, in order for mixing alone to be successful as a means 

of restricting peak algal biomass to less than 30 micrograms Chl-a/m , 

equation (1) indicates that the following criterion must be satisfied: 

cmax „ XTF a ^ Q03Q (3.5-12) 
L rgZ S 

where, 

= mean epilimnion depth (m) 

= mean lake depth/under completely mixed 
conditions 

For the parameter estimates employed above, this expression reduces 

to: 
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Z (1 + 1.67a) >. 34.3 (3.5-13) 

or, 

3 (1 + liiij > 34.3 (3.5-14) 
_max -• 
s 

Lakes with greater mean depths or with greater background (non-algal) 

extinction coefficients would benefit more from artificial destrati-

fication. In the case of Onondaga, the value of the left side of 

equation (14) is 22.9, suggesting that additional controls on nutrient 

inputs would be necessary in order to restrict peak algal biomass to 

less than 30 micrograms of chlorophyll-a per liter. 



3.6 Conclusions 

1. Significant differences in concentrations of some water 

quality components between the two lake monitoring stations 

indicate that the epilimnion at station 1, closer to the 

Metro STP discharge, is a relatively reduced environment. 

These differences are small compared with vertical and 

seasonal variations. 

2. Seasonal vertical stratification patterns reflect the effects 

of density and of chemical and biological reactions occurring 

in the epilimnion and hypolimnion. 

3. A trend toward reduced density (temperature and chloride) 

stratification in the lake is possibly attributed to 

climatologic variations. This trend would indicate enhanced 

vertical mixing rates, in turn consistent with the following 

observations: 

a. enhanced hypolimnic oxygen levels; 

b. virtual disappearance of blue-green algae. 

4. The apparent reduction in the blue-green algal population 

over the course of the monitoring period might be attributed 

to a number of factors possibly influencing interspecific 

competition, including: 

a. reduction in phosphorus levels; 

b. reduction in chromium levels; 

c. enhanced vertical mixing rates. 

If the last factor is chiefly responsible, there is no 

reason why the blue-green population would not return in 
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the future, since the enhanced mixing rates have been 

attributed to climatologic variations. 

5. While nutrients may have controlled species dominance 

with season, the algal population appears to have been 

light-limited under the nutrient loading regimes of 

1968-74. 

6. Estimates of chloride inputs developed from water quality 

and quantity data balance outputs to within 2.4% over water 

years 1970-74. 68.3% of the total chloride flux can be 

attributed to Allied Chemical's waste bed overflow into 

Ninemile Creek. 

7. Over this same period, fluxes of reduced nitrogen forms 

dominated over those of oxidized forms by about an order 

of magnitude. Apparent trends toward higher net accumulation 

rates of Kjeldahl N and lower accumulation rates of Nitrate 

and Nitrite N may reflect,: (1) enhanced nitrification, 

conceivably a result of higher oxygen levels; (2) lower 

nitrogen fixation rates, resulting from the disappearance 

of blue-green algae. 

8. Phosphorus balances indicate the following: 

a. The average loading in water years 1972-74 was 23% of 

that observed in water year 1970. This 77% reduction 

can be attributed to the effects of: 

(1) phosphorus detergent legislation in 1971; 

(2) Onondaga County's combined sewer maintenance 
program; 
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c 

(3) diversion of raw sewage formerly discharged 
into Ley Creek to the Metro STP in late 1969. 

b. The lake apparently retained 63% of the influent TIP 

during each of the above periods, suggesting the 

importance of a first-order reaction for phosphorus 

removal in the lake. Under steady-state conditions, 

the TIP retention coefficient and effective first-

order sedimentation coefficient were two and four 

times, respectively, what one could expect, based 

upon analysis of phosphorus balance data from other 

northern temperate lakes. These results, along with 

chemical equilibrium considerations, suggest the 

importance of calcium phosphate precipitation as a 

dominant removal mechanism. 

c. Apparently negative accumulation rates and retention 

coefficients for TIP and ortho-P during water year 

1971 may reflect the net release of inorganic P from 

the sediment or from organic P fractions in the water 

column during this transition period, in which loadings 

and ambient concentrations were markedly reduced. 

Sediment release is considered relatively unlikely 

because of the stability of apatite. 

9. Under average 1972-74 conditions, external and internal 

(photosynthetic) sources of ultimate oxygen demand were 
2 3 

about equal and totalled 17 g-02/m -day, or 1.4 g-02/m -day. 

10. Installation of secondary and tertiary treatment facilities 

at the Metro STP is estimated to: 

r 
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a. reduce ultimate oxygen demand loadings by a maximum 
of 59%; 

b. reduce TIP loadings by a maximum of 73%, resulting in 
nutrient-limited peak algal biomass levels of about 
76% of those observed under past and present light-
limited conditions. 

11. Since future algal populations are projected to be nutrient-

limited, no reduction in total biomass production would be 

realized by attempting to control available light through 

lake mixing. 

12. Additional controls on nutrient inputs may have to be 
i' 

implemented in order to bring peak biomass levels down to 

mesotrophic levels. In this effort, further data and 

analysis are required in order to assess the importance of 

phosphorus loadings originating in combined sewer overflows, 

which may not be adequately reflected in the calculations 

outlined above. 

( 
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4.0 A MODEL FOR VERTICAL STRATIFICATION IN ONONDAGA LAKE 

The previous chapter has relied primarily upon monitoring data 

as a basis for analysis of Onondaga Lake water quality problems. 

This chapter employs some of these data in the context of a modelling 

study which illustrates some of the general parameter estimation, 

sensitivity analysis, and error analysis techniques discussed in 

Chapter 1. The focus of the study has been selected: (1) to be based 

upon some of the key relationships observed among the water quality 

variables in Chapter 3, and (2) to provide input to specific design 

decisions which will have to be made by Onondaga County in the 

near future, as discussed below. 

4.1 Objectives - The Outfall Design Issue 

The dissolved oxygen standard for Class B (contact recreational) 

waters in New York State is 4 mg/liter. This standard is often violated 

in the epilimnion, as well as the hypolimnion of Onondaga Lake, and 

compliance with this standard is a primary water quality management 

objective. In Chapter 3, an apparently increasing trend in dissolved 

oxygen levels over the course of the monitoring period was noted. 

This trend was shown to correlate with an apparently decreasing trend 

in density stratification. The suggestion that density stratification 

was partially controlling hypolimnic oxygen levels is consistent with 

5 
results of a modelling study by Bella , who has shown that hypolimnic 

DO levels in stratified levels are generally most sensitive to vertical 
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diffusion rates. These rates, in turn, depend upon density structure. 

In Chapter 3, it was also estimated that future installation of 

tertiary treatment facilities would result in a maximum reduction of 

about 60% in the total oxygen demand loadings to the lake, including 

both external and internal (photosynthetic) sources. The response 

of ambient DO levels to this reduction will depend upon the availability 

of oxygen resources to satisfy this demand, i.e. ,upon reaeration rates, 

which, in turn, will be sensitive to density stratification through 

its controlling influence on vertical mixing rates. This raises 

concern over the potential impacts of the plan to combine the Metro 

STP effluent with the saline waste from Allied Chemical in order to 

effect phosphorus removal. Currently, the latter is discharged to 

Ninemile Creek, which affords about twice as much dilution on the 

average as will the Metro STP effluent. The plan will double the 

average density difference between the saline stream and ambient 

waters at the point of entry into the lake. By increasing the 

tendency of the effluent to sink into the hypolimnion, the plan may 

influence density stratification and vertical mixing rates. This 

tendency to sink could be reduced by discharging through a diffusing 

system which would force immediate dilution of the effluent in the 

ambient waters and thereby reduce the gravitational driving force for 

a density current. 

The proposed method of discharging the tertiary effluent from 

22 
the Metro STP is through a surface, shoreline outfall . Because of 
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the salinity of the Allied Chemical waste, the combined municipal/ 

industrial effluent is expected to have a chloride concentration in 

excess of 7000 mg/l, compared with an average lake concentration of 

1700 mg/l. Under all realistic temperature regimes, the effluent will 

be much more dense than the ambient lake waters at the point of dis­

charge. The tendency of the effluent to sink into the hypolimnion 

will depend upon the degree of initial dilution of the effluent in 

the ambient waters in the vicinity of the outfall site, as well as 

upon lake and discharge temperatures. The shoreline, surface outfall 

design has grown partially out of concern for the potential water 

22 
quality impacts of discharging a relatively dense effluent . Economic 

considerations have also been of importance, the shoreline discharge 

22 
alternative being undoubtedly the least expensive one . 

26 
James Rooney of EPA Region II has reviewed and criticized this 

aspect of the Syracuse plan. In Rooney's discussion, reproduced below, 

the environmental reasons for the proposed shoreline discharge are 

cited and an opposing case for an offshore outfall design is made: 

"The IBP and reference material do not adequately substantiate 
the desirability of the proposed surface-shoreline discharge. The 
items raised in support of this discharge method were as follows: 

a) *... to ensure distribution of the treatment plant effluent 
in the epilimnetic waters of the lake,' and thereby provide 
maximum mixing of the plume with ambient water and some degree 
of bio-degradation before sinking into the hypolimnion. 

b) '...to prevent the accumulation of any organic material in 
the hypolimnetic waters of the lake1 and thereby preclude the 
possibility that the productive epilimnetic volume of the lake 
would decrease. 
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c) '...to prevent the tendency...to create a permanent stratifi­
cation within the lake.' 

The studies completed to date, however, are inconclusive with. 
respect to the water quality, impact of the proposed discharge and do 
not demonstrate the potential for any of the aforementioned responses. 
On the contrary, it appears that the discharge alternative consisting 
of a submerged outfall would probably be less detrimental to the lake 
quality and aesthetics due to the following considerations: 

a). A submerged discharge would lessen the severity of the 
existing hypolimnetic conditions by the introduction of relatively 
high DO waters (5 mg/1) into a region which is essentially devoid 
of oxygen for approximately 7 months out of the year; the discharge, 
if located in the general vicinity of the thermocline (9 - 12 meters 
depth), would through proper design, also enhance the entrainment 
of some hypolimnetic waters into the epilimnion; this could possibly 
provide for a limited decomposition and subsequent reduction of the 
residual organic load in the hypolimnion where mean BOD5 values are 
on the order of 9.0 mg/1. 

b). A submerged outfall will preclude the potential for future 
aesthetic degradation which may present a considerable problem due 
to the proposed introduction of the Allied Chemical wastewater into 
the municipal system; the plume visibility aspect and the related 
possibility of nearshore discoloration were not discussed in any 
of the reference material when evaluating the merits of surface-
shoreline discharge. 

c). A submerged outfall will, by its very nature, provide greater 
initial dilutions than a surface discharge of comparable design; 
thus, the area affected by the relatively high concentrations of 
the effluent parameters (pH, ammonia, chlorides, total dissolved 
solids [TDS]) will be minimized under the submerged discharge 
alternative; in addition, the area most severely affected by the 
potentially adverse concentrations of these constituents will be 
located in the relatively unproductive waters of the hypolimnion. 

d). The submerged discharge alternative will preclude the 
possibility of any accumulation of wastewater constituents along 
the shallow region (3 feet depth) adjacent to the proposed plant .„_. 
site; the effluent dispersion model adapted for the plume analysis 
does not indicate that this may be a problem, however, the utili­
zation of this model is questionable in that (1) the model itself 
and its application to non-thermal discharges is unverified, (2) 
the model does not account for the limiting effects of impingement 
and reduced entrainment of ambient waters due to the shallow nature 
of the lake (<. 3 feet) near the discharge point, and, (3) the model 
evaluates the proposed discharge under quiescient conditions and 
does not address potentially more critical conditions which may 
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occur due to specific meteorologic and/or hydrologic conditions. 

In summary, there is insufficient data available at the present 
time concerning the lake hydrodynamics, in general, and circulation 
patterns in the vicinity of the proposed shoreline discharge, in 
particular, to permit adequate projections on the water quality res­
ponse from the surface discharge alternative. It is likely, however, 
that due to the presence of the shoal area adjacent to the plant site, 
the natural assimilative capacity and the potential for significant 
entrainment of ambient waters into the proposed effluent plume will 
be minimal while the possibility for aesthetic damage will be maximized. 
Based on these conclusions, it appears that a submerged (or surface) 
discharge located further out in the lake would be the most practical 
(and conservative) alternative for the enhancement of water quality in 
the lake." 

In an Environmental Impact Statement on the project, the EPA 

discussed the advantages and disadvantages of discharging to the 

epilimnion and to the hypollmnion of the lake. The greater availability 

of oxygen in the surface waters was considered an important justifica­

tion for the surface discharge; however, it was considered likely that 

the dense effluent would sink into the hypolimnion before bio-oxidation 

of the relatively inert organic matter in the discharge. Because of 

uncertainty in the initial dilution rates and changes in lake and 

discharge temperatures, the report concluded that is was "impossible to 

predict how long the effluent would remain in the epilimnion". 

The major disadvantage of the surface discharge was considered to 

be the plume visibility which would result from calcium carbonate 

precipitation. This reaction would occur when the excess calcium in 

the effluent mixes with alkalinity in the ambient lake waters. Control 

of effluent pH would limit this problem to some degree. The possibility 

was raised that a subsurface discharge could disturb the lake's bottom 
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sediments, re leas ing nutrients, organic material, and mercury, although 

t h i s was largely unsubstantiated. 

37 
The EPA concluded that the major advantages of the surface o u t f a l l 

were low construction and maintenance costs . I t was estimated that 

capital costs for a subsurface o u t f a l l would amount to an additional 

one million do l lars . The f l e x i b i l i t y of the shorel ine, surface discharge 

alternative was a l so cited as an advantage. If problems (probably 

aesthetic) were t o arise with the design, the o u t f a l l could be extended 

off-shore. 

The outfa l l design problem has apparently been an issue of some 

controversy. In t h i s chapter, a model i s developed and applied for the 

purpose of addressing aspects of t h i s issue. The study does not address 

the effects of spec i f i c detai ls o f out fa l l design, but rather i t i s 

concerned with general design speci f icat ions . The two major "decision 

variables" studied are: (1) discharge location (epilimnion or hypolimnion), 

and (2) degree o f i n i t i a l d i lut ion . The model i s concerned with v e r t i c a l 

mixing rates in the lake and formulates heat and mass balances on the 

epilimnion and hypolimnion to simulate variations i n lake temperatures 

and chloride l e v e l s . I t could serve as a basis for future development 

of a more general model for predicting non-conservative water quality 

components. As noted above, th i s work also provides a context in which 

to i l lus trate some of the parameter estimation, s e n s i t i v i t y analys is , 

and error analysis techniques discussed in Chapter 1. 



4.2 Review of Lake Vertical Stratification Models 

One-dimensional models for vertical density stratification in 

lakes and reservoirs can be grouped into two general categories: 

dispersion models and mechanical energy balance models. In the 

former, the vertical transport of heat is modelled as a combination 

of diffusive, convective, and advective processes, based upon the 

mass-transport equation. In the latter, the vertical mixing process 

is governed by the relationship between wind-induced kinetic energy 

in the surface layers and the buoyant potential energy deficit 

resulting from density stratification. Of the two groups, the 

former have generally seen more widespread application in lake and 

reservoir modelling. The various discrepancies in the assumed 

dominant mechanisms both within and between the two groups of models 

reflect the fact that there is still some general disagreement as to 

the relative importance of various vertical transport mechanisms. 

4.2.1 Mass Transport Models 

Three major models of the first type have been developed by 

people from MIT8'11'13'14, Cornell University30'31'32'33, and 

42,24 
Water Resources Engineers (WRE) . Table 4.2-1 is a summary 

of the dominant features of the models, as derived from an evalua-

25 
tion by Parker et al. . The only mixing mechanism shared by all 

three of these models is the convective (instantaneous) mixing 
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Table 4.2-1 

Essential Aspects of Deep Reservoir Temperature Models Evaluated by P 

aspect Cornell Model 
30,31,32 

M.Z.T. Model 
11,13 24,42 

W.R.E. Model 

Surface Bonder; 
Crmrtltirms. Specified 

Diffusivity 

Hydrologic BimmVtry 

tine Step 

Depth Increment 

Running Tine 

One of the following: 
(1) water surface temperature 
(2) beat flux at surface 
(3) equilibrium teaperatnre 

Friction Telocity 
(All B.C. Input in rlrmarilrtal fbra) 

Eddy diffusivity . 

« B " , B o
( 1 + 0 R ) 

R - - I g x ^ y ^ l 3T/3x 

^.- (Cl • c2r)«. 

ut - friction velocity 
x • depth 
Oy » coefficient of volume 

expansion 
o, c.f c, • empirical parameters 

Constant volume 
Ho net inflows or outflows 

variable 

Constant 
Maximum 100 intervals 
Typically 5 feet 

11.86 min/year 
Ay » 5 feet 

b 
Meteorologic data: 

(1) short-wave solar radiation 
(2) wind speed 
(3) cloud cover 
(4) relative humidity" 
(5) air temperature 

Molecular diffusivity 

Variable volune 
Influent streams enter at point 
of density equivalence, after 
Initial dilution 

adjusted during simulation, 
based upon numerical stability 
criterion 

Typically 1 day 

Constant 
20< Intervals < 50 
Typically 1 - 2 meters 

1.7 ain/year 
ly • 2 > , t - 1 day 

2.4 nin/year 
Ay • 1 a , t • 1 day 

b 
Meteorologic data i 

(1) short-wave solar r 
(2) wind speed 
(3) cloud cover 
(4) relative humidity 
(5) atmospheric pressu 
(6) wet bulb tesperatu 
(7) dew point 
(8) air temperature 

Empirical diffusion coeff 

° c - * l , ' E < E c 
D c " * 2 ^ 3 ' B i E c 

B " "i it" " stabilit 

A,. A,, A. • empirical 

Ec - critical stabilit 

Variable volume 
Influent streams enter at 
of density equivalence 

Constant for a given simu 
Value based upon numerica 

criterion 
Typically 1 day 

Constant 
Maximsa 200 intervals 
Typically 1 - 2 meters 

3.2 min/year 
A y - 2 a , t « 1 d 

3.8 min/year 
Ay - 1 m , t - 1 d 

a - era time exclusive of piujiaa loading i computer model not specified, but the same for a l l . 
b - Meteorologic dau input on a daily basis, soma variables computed internally as functions of others. 



4.2.1 Mass Transport Models (continued) 

which occurs in regions of instability, as determined by the sign of 

the density gradient. Solutions to the governing partial differential 

equations are achieved by finite difference techniques. All are 

characterized by relatively high degrees of spatial and temporal 

resolution (on the order of 1 meter and 1 day, respectively), and 

are accordingly relatively expensive to implement. The three models 

differ primarily in the mechanisms responsible for the vertical trans­

port of heat during stably- stratified periods. 

In the Cornell and WRE models, diffusion (eddy or "effective", 

respectively) is the dominant transport mechanism. Application of 

either of these models requires specification of a number of 

parameters required to compute the time- and depth-variable diffusion 

coefficient as a function of some measure of stability (the Richardson 

number, in the case of the Cornell model, or normalized density gradi­

ent in the case of the WRE model). Neither of these models has been 

applied extensively enough in order to establish the validity of 

the functional forms or parameter values over a range of reservoirs. 

Hence, the parameters must be viewed as empirical and may need to be 

re-estimated for each new model application. 

The MIT model, on the other hand, employs molecular diffusion 

and advection as dominant vertical transport mechanisms during 

stably stratified periods. Wind-induced mixing is ignored and mixing 



4.2.1 Mass Transport Models (continued) 

due to an unstable density profile accounts for convection in the 

epilimnion. One advantage of the MIT model is that it does not 

require the specification of empirical parameters for calculation 

of diffusion coefficients, since the molecular diffusion coefficient 

is constant. 

25 
In comparing the three models, Parker et al. concluded that 

the MIT model was preferable, based upon ease of application and 

predictive capability. However, this conclusion may be biased, 

since the predictive capabilities of the three models were compared 

using data from Fontana Reservoir, the same reservoir used as a 

data source in the development of the MIT model. After correcting 

some apparent coding errors in the WRE diffusion coefficient calcu­

lation scheme, Parker et al. found that the WRE predictions were 

relatively insensitive to an order of magnitude increase in the 

effective diffusivity coefficient. Thus, the uncertainty in the 

eddy diffusivity parameters may not be a serious drawback to appli­

cation of this model. The primary drawback of the WRE model was 

its relative sensitivity to assumed depth increment over the range 

tested (0.6 m - 2 m). The major disadvantages of the Cornell model 

were found to be: (a) its failure to account for variable depth 

versus surface area profile in the lake; (b) its lack of ability 

to consider advective flows through the reservoir (and the vertical 

mixing attributed to them); and (c) an apparent over-sensitivity of 
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4.2.1 Mass Transport Models (continued) 

the calculated eddy diffusivity to wind velocities over the lake. 

4.2.2 Mechanical Energy Balance Models 

The second major group of models characterizes vertical mixing 

in a lake by considering the relationship between kinetic energy 

input at the surface due to wind shear stress and the change in 

buoyant potential energy which occurs with mixing. The development 

of density stratification is attributed to the differential absorp­

tion of thermal energy in the surface layer. The works of Turner 

34 35 Ifl 29 

et al. ' , Kato and Phillips , and Stefan and Ford are repre­

sentative of this group of models. The first two are supported 

primarily by data from laboratory experiments and achieve qualitative 

agreement with the observed behavior of stratification patterns in 

the ocean and lakes. Stefan and Ford's model has been developed 

specifically to simulate conditions in a lake. 

The laboratory experiments conducted by Turner et al. and by 

Kato and Phillips involved measurements of the rate of entrainment 

across the interface of two superimposed layers of fluid of slightly 

different densities. Entrainment rates were studied as a function 

of density gradient and rate of mechanical energy input to one or 

both of the layers. The major difference between the series of 
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4.2.2 Mechanical Energy Balance Models (continued) 

experiments by Turner et al. and by Kato and Phillips was in the mode 

of mixing employed. Turner used grid stirring in one or both layers, 

while Kato and Phillips introduced kinetic energy by applying a 

known horizontal stress to the surface of the upper layer. The latter 

method, according to the authors, is more representative of field 

conditions (surface wind stress) and reduces the problem of having 

to define the length and velocity scales of the turbulence induced 

by grid stirring in order to apply experimental results to field 

conditions. Because of this problem, in some respects, it is diffi­

cult to relate the results of the two series of experiments quantitively. 

\._ Both Turner et al. and Kato and Phillips utilized a model of the 

following form to represent their data: 

UE n 
E - jjS- - kR n (4.2-1) 

R . a|A£ . ? op/az) z2
 ( 4 . M ) 

U* P 2p uj 

where, 

( 

E = entrainment ratio (dimensionless) 

U„ = entrainment rate (measured) - (Z/t) 
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4.2.2 Mechanical Energy Balance Models (continued) 

U# = surface friction velocity - (A/t) 

3 
p = density of surface layer - (m/Jl ) 

3 
Ap = density jump across interface - (m/Jl ) 

Z = depth of surface layer - (I) 

2 
g = acceleration of gravity - (fc/t ) 

R a Richardson number (dimensionless) 

n,k = empirical parameters (dimensionless) 

As discussed above, Kato and Phillips employed the surface friction 

velocity and depth of the mixed surface layer as surrogates for the 

velocity and length scales of the induced turbulence, respectively. 

Turner, on the other hand, did not explicitly define these scales and 

utilized stirring rates (cycles/time) as a surrogate for the velocity 

scale. The unknown length scale and the proportionality constant 

between grid stirring rate and the time velocity scale are thus incor­

porated into the empirical parameter k , to be estimated from the 

experimental data. The slope, n , is, however, independent of the 

unknown scale factors and thus can be used as a partial basis for 

comparing the two sets of experimental results. 

35 

Turner et al. found that the slope parameter, n , was approxi­

mately -1 in the lower range of Richardson numbers investigated and 

r 



4.2.2 Mechanical Energy Balance Models (continued) 

approached -1.5 at higher Richardson numbers, where molecular dif­

fusion became important. The molecular diffusion effects were de­

duced from observations that, at high Richardson numbers, entrainment 

rates were significantly lower when differences in salt concentration 

were used to impose the density gradient, as compared to when tempera­

ture differences were used. This could be explained by the fact that 

the molecular diffusivity of heat is on the order of one hundred times 

that of salt. It is not possible to determine whether the divergence 

between salt and heat transport is of consequence under field conditions 

because of the scaling problem, i.e., the range of effective Richardson 

numbers over which this phenomenon was observed may be higher than that 

typically observed in natural systems. 

The experimental results of Kato and Phillips are shown in 

Figure 4.2-1. In fitting their data, the authors constrained the 

slope, n , to -1 and derived a k value of 2.5, stating that the 

latter is "uncertain to within about 30*". The authors noted that 

a least-squares estimate of the slope would have been somewhat greater 

than -1. The slope was constrained to illustrate the similarity of 

the results to those of Turner et al. at low Richardson numbers and 

to support the theoretical energy balance arguments discussed below. 

In these experiments, no evidence was found of the -1.5 dependence 

of E on R observed by Turner at high Richardson numbers. Because 

of the scaling problem discussed above, it is uncertain whether this 
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Figure 4.2-1 

Entrainment Ratio Versus Richardson Number - Experimental 
18 
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4.2.2 Mechanical Energy Balance Models (continued) 

constitutes a discrepancy between the two sets of experimental results. 

As pointed out by Kato and Phillips, a slope of -1 in the E 

versus R relationship is evidence that the rate of change of potential 

energy in the system due to changes in the density stratification pattern 

is proportional Lo the rate, of kinetic energy dissipation in the 

well-mixed surface layer. This is illustrated by calculations outlined 

in Figure 4.2-2. For a slope of -1, the rate of change of potential 

energy in the system is k/2 times the rate of kinetic energy input 

to the surface layer. Thus, the k value of 2.S derived from the 

results of Kato and Phillips indicates that the rate of potential 

energy increase in their system was 125% of the rate of kinetic energy 

dissipation. (Their experimental system was adiabatic.) This apparent 

problem was not discussed in their article, although the authors did 

state that the k value was uncertain to within 30%, indicating that 

the observed energy conversion efficiency was not significantly differ­

ent from 100%. However, this figure still seems higher than would be 

acceptable if other kinetic energy sinks (primarily heat generated by 

viscous damping) were taken into account. This suggests that the 

velocity and/or length scales selected by Kato and Phillips may not 

have been accurate and thus that the k value may not be appropriate 

for direct application in other systems, although the slope would be 

independent of such errors. 
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( 
Figure 4.2-2 

Mechanical Energetics of Entrainment 
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4.2.2 Mechanical Energy Balance Models (continued) 

Stefan and Ford have extended the above two-layered models to 

a multi-layered one and have coupled the mechanical and thermal 

energy balance equations to permit simulation of temperature dynamics 

in dimictic lakes. Figure 4.2-3 depicts the energy transformations 

simulated by this model. All of the mechanical energy input from the 

wind is assumed to be converted to turbulence. The downward movement 

of the lower edge of the mixed surface layer is simulated using a 

mechanical energy balance criterion. At each time step, the model 

evaluates the change in potential energy which would occur if the 

next depth increment (of approximate thickness 0.25 m) below the 

mixed surface layer were to be entrained. This is compared to the 

f 
-̂- rate of kinetic energy dissipation in the surface layer. If the ratio 

of kinetic energy input to potential energy change is greater than one, 

entrainment occurs; if the ratio is less than one, the kinetic energy 

is assumed to be dissipated as heat and no change in the depth of 

the mixed layer occurs. The thermal energy fluxes are modelled 
Q 

primarily using formulations suggested by Dake and Harleman . 

The model achieved general qualitative agreement with data from 

Lake Calhoun and Halstead Bay, Lake Minnetonka, Minnesota. In the 

simulation, heat energy and mechanical energy were input successively 

at time steps of either one day or three hours (in accordance with the 

availability of meteorologic data). The authors noted that the 

computed temperature profiles were rather sensitive to the time step 

c 



Figure 4.2-3 

Mechanical and Thermal Energy Transformations in a Lake According to 
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4.2.2 Mechanical Energy Balance Models (continued) 

employed, as well as the assumed radiation attenuation coefficient. 

The latter conclusion was also reached by Parker et al. in their 

evaluation of the MIT deep reservoir model, discussed in Section 

4.2.1. Since the attenuation coefficient is a partial function of 

algal density, Stefan and Ford suggested that this may be an important 

means by which the biota may influence the temperature distributions 

and vertical mixing rates in lakes and reservoirs. Light-limited 

algal populations would benefit from such effects. 

4.2.3 Statistical Studies 

A statistical study on vertical mixing data from several 

morphologically-different lakes and oceanic areas in the northern 

temperate zone was performed by Blanton . The measure of mixing 

rate employed was the mean rate of entrainment into the epilimnion, 

as determined by the average rate of migration of the thermocline 

during the stratified period. The study excluded periods of rapid 

heating in the spring and convective mixing in the autumn. Entrain­

ment was correlated with the mean stability across the thermocline, 

as computed from the temperature profiles at the beginning and end 

of the study period for each lake. The measure of stability employed 

was the mean density gradient. Because the mean stability was cal­

culated using only data from the beginning and end of the stratified 



4.2.3 Statistical Studies (continued) 

period, the estimates may be somewhat biased. Stability tends to go 

through a maximum during the stratified period, so that estimates 

of mean stability calculated from data at the ends could tend to be 

too low. 

Blanton presented his data as a plot of stability versus entrain-

ment rate and summarized it with the following relationship: 

X 

a 

b 

r 

= 

= 

a 

— 

a 

8 

-

- 0 . 

vb 

.95 x 1 0 ~ 7 

0.521 

84 

(4.2-3) 

where, 

1 AVE Y = —— -rr - entrainment rate (m/sec) 

X = 3- |£- = mean s t a b i l i t y (sec" ) 

The s t a t i s t i c a l basis for the above relationship was not stated in 

Blanton's a r t i c l e . In the above form, the dependent variable i s 

s tab i l i ty and the independent variable i s entrainment ra te . From 

a cause-effect standpoint, i t would seem more logical to reverse 



4.2.3 Statistical Studies (continued) 

these roles. Accordingly, Blanton's data have been replotted in 

Figure 4.2-4 as entrainment rate versus stability on logarithmic 

scale. The least squares relationship derived from linear regression 

on log transformed data is: 

Y = a X? * (4.2-4) 

a = 1.71 x I O " 1 1 

b = -1.63 

r a -0.91 

The correlation coefficient, -0.91, is somewhat higher in absolute 

value than that computed by Blanton, -0.84, suggesting that Blanton 

may have computed his coefficient on a linear scale. 

In relating entrainment rate to stability, equation (4) is 

analogous to the relationship of E versus R [equation (1) ], used 

to represent the experimental data of Kato and Phillips and of Turner 

et al. ' . The 95% confidence interval for the slope of the Y 

versus X relationship is -1.63 ± 0.34, somewhat higher in absolute 

value, but not significantly different from the range of slopes in 

the E versus R relationship observed in the laboratory experiments, 

-1.0 to -1.5. i 
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Figure 4.2-4 

Plot of Blanton's Data on Entralnment Rate vs . 
S tab i l i ty for Temperate Lakes 
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4.2.3 Statistical Studies (continued) 

There are two factors which might have contributed to the 

relative steepness of the slope in Blanton's data. First, one would 

expect a negative correlation between wind velocities and mean 

stability. Had the Richardson number been used as a measure of 

stability, the slope would have been flattened. Blanton noted that 

it would have been preferable to have expressed stability in the 

form of a Richardson number. However, the necessary wind data were 

not available. The second factor which might have contributed is 

the possible bias in Blanton's estimate of mean stability. If one 

assumes that the peaking in stability during the stratified period 

would tend to be more pronounced in lakes with higher stability, 

w 
' • ' elimination of th is b ias in the mean s tab i l i ty estimate would also 

tend t o f latten the s lope. Even without these considerations, 

Blanton's data from a wide range of lakes and oceanic regions are 

not inconsistent with the experimental results discussed previously. 

Blanton also noted a strong correlation between entrainment 

28 
rate and mean depth (Figure 4 .2-5) . Snodgrass summarized Blanton's 

data with the following regression equation: 

Y = 8.65 x lo"*9 if1*08 (4.2-5) 

r = 0.887 

O 



Figure 4.2-5 
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Blanton ' s Data on Entralnment Rate Verses Mean Depth 
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4.2.3 S ta t i s t ica l Studies (continued) 

O 

where, 

Y - — — E = entrainment rate (m/sec) 
"o flt 

Z = lake mean depth (m) 

Snodgrass, using a different set of lakes, also found that the 

relationship between the vertical transport coefficient across the 

thermocline, expressed as a diffusivity, and mean depth (Figure 

4.2-6) could be summarized by : 

KJJJ - 0.00682 Z1'12 (4.2-6) 

r = 0.924 

where, 

K_ = vertical transport coefficient (m /day) 

The apparent influence of mean depth on vertical transport rate, 

expressed either as entrainment or as diffusivity, was explained 

by Blanton with reference to the mechanical energy theory of Kato 

and Phillips. Blanton's hypothesis was that deeper lakes have 



4.2.3 Statistical Studies (continued) 

larger basins, greater available wind fetches, and, hence, greater 

kinetic energy input rates per unit area. This explanation is 

examined in more detail below. 

In each set of data, the mixing rate variable ( Y or K_ ) 

had a range of three orders of magnitude. A similar range of kinetic 

energy input rate per unit area would be necessary in order for the 

mechanical energy theory to account for this variation. The rate 

of kinetic energy input varies as the cube of the surface friction 

velocity (Figure 4.2-2). Friction velocity is proportional to wind 

velocity to the 1.25th power, over a moderate range of wind velocities, 

44 
1-15 m/sec . Hence, kinetic energy input rate varies roughly as 

the 3.75th power of wind velocity, and about a 6.3-fold range in 

wind velocity would be required to explain the thousand-fold range 

in mixing rate. This range may be reasonable, although specific 

data on wind speed as a function of lake mean depth would be necessary 

in order to substantiate Blanton's argument. One factor ignored by 

Blanton is circulation induced by Coriolis forces, which would also 

15 
tend to be more important in larger lakes . This would serve as 

an additional source of kinetic energy and would thus reduce the 

6.3-fold variation in wind velocities requires in order for the 

observed variation in mixing rates to be explained by variation in 

kinetic energy input rates. 
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4.2.3 S ta t i s t i ca l Studies (continued) 

Another factor which might contribute to the observed corre­

lation between mixing ra te and depth i s the apparent sens i t iv i ty of 

temperature profiles to radiation extinction coefficients, noted in 

modelling studies by Parker et a l . and by Stefan and Ford. In many 

lakes, the ra te of attenuation of radiation with depth is largely 

a function of algal density . Vollenweider has demonstrated the 

negative correlation between lake trophic s t a te and mean depth. These 

facts suggest that lower algal densities and lower extinction coeffi­

cients would be typical of lakes with greater mean depths. A lower 

extinction coefficient would permit a more even distribution of 

radiation absorption with depth, giving r i s e to a more uniform 

temperature distribution and greater mixing ra te . Thus, the apparent 

correlation between mixing rate and mean depth may be explained, in 

part , by biologic, as well as energetic ef fec ts . 

4.3 Model Development 

Essential aspects of the model which has been developed for 

simulating vertical mixing in Onondaga Lake are summarized i n 

Figures 4.3-1 and 4.3-2 and Tables 4.3-1 to 4.3-4. Figure 4.3-1 

defines the system. The water, heat, and chloride fluxes corres­

ponding t o the various streams in Figure 4.3-1 are given in Table 

4.3-1. "Forcing functions", which drive the model, are given in 



Figure 4.3-1 

System Diagram for the Onondaga Lake Vertical Stratification Model 
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Figure 4.3-2 

Control Pathways in the Onondaga Lake Vert ical S t r a t i f i c a t i on Model 

Industrial 
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4.3 Model Development (continued) 

Table 4.3-2. "System functions", which depend upon values of the 

state variables, are given in Table 4.3-3. Parameter identifications 

and values are given in Table 4.3-4. Figure 4.3-2 summarizes the 

important control pathways. Essential features are discussed in 

detail below. 

4.3.1 System Definition 

The model represents the lake as two, completely-mixed compart­

ments of constant volume, corresponding roughly to the epilimnion 

and the hypolimnion of the lake. Based upon the analysis of density 

profile data in Chapter 3, the boundary between the two compartments 

has been set at the average thermocline depth of 9 meters. Because 

of thermocline migration with season, the compartments do not exactly 

correspond to the epilimnion and hypolimnion. It was hoped that this 

highly-aggregated representation of the lake would be adequate for 

analysis of the outfall design issue, the primary emphasis of which 

is on potential impacts of the design upon general mixing in the lake. 

The test of the adequacy of this representation is in its ability to 

simulate observed temperature and chloride variations with time. 

f 

A total of four state variables are integrated in the model: 
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4.3.1 System Definition (continued) 

T_ = epilimnion temperature ( C) 
E 

'E 

3 
C = epilimnion chloride (g/m ) 

T„ = hypolimnion temperature ( C) 

3 
C„ = hypolimnion chloride (g/m ) 
H 

Density, an important factor governing the mixing process, is computed 

as a function of temperature and chloride levels according to the 

following equations: 

D = 1 + bXC + b2X + k>3C (4.3-1) 

X » 16 - 2T m a xT + T 2 (4.3-2) 

Tmax = 4 - 0.211S (4.3-3) 

S = 0.0021 C (4.3-4) 

where, 

3 
D = water density (g/cm ) 

X = function of T (°C)2 

T = temperature ( C) 
3 

C = chloride concentrat ion (g/m ) 

, o , T-=. , e temperature of maximum dens i ty ( C) max 



4.3.1 System Definition (continued) 

S = salinity = total dissolved solids (kg/m ) 

b. *» regression parameter estimate = 7.87 x lo~ 

b = regression parameter estimate = -6.78 x io~ 

—6 
b, = regression parameter estimate = 1.70 x 10 

The parameter estimates b. , b_ , and b, have been derived from 

a linear regression analysis of data on density as a function of 

43 2 
temperature and salinity given in Williams ( R = 0.999 ) * . The 

linear model [equation (1)] is designed so that D is maximum at 

T = T . The relationship between T and S [equation (3)] 
max max 

is also derived from data in Williams. The relationship between 

salinity and chloride concentration is typical of Onondaga Lake 

23 
waters, according to the Onondaga Lake Study . Density differences 

in the fourth or f i f th decimal place can be important in the model 

calculat ions . In order t o minimize poss ib le effects of round-off 

errors, actual computations are done using the following l inear 

43 transformation commonly employed in oceanographic work : 

1000 (D - 1) (4.3-5) 

* SEE = 5.4 x 10"8, 0 < T < 25, 0 < S < 10 
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4.3.1 System Definition (continued) 

As shown in Figure 4.3-1, inflows to the lake have been 

aggregated into four sources: Allied Chemical (streams 14 and 15); 

Ninemile Creek (stream 9); Metro STP (stream 5); and "Tributary" 

flows (stream 1). The latter represents the sum of Onondaga Creek, 

Ley Creek, Harbor Brook, Bloody Brook, and local drainage. Stream 14 

from Allied Chemical represents the waste bed overflow to Ninemile 

Creek, which contains most of the salinity entering the lake. When 

the new sewage treatment plant is put into operation, stream 14 

will be diverted and mixed with stream 5. Streams 16 and 17 repre­

sent cooling water withdrawals from the hypolimnion and epilimnion, 

respectively. Stream 15 is primarily waste heat from Allied Chemical. 

This is discharged in streams 13 ("West Plume") and 18 ("East Plume") 

to Ninemile Creek and to the lake epilimnion, respectively. 

The nodes associated with each inlet stream in Figure 4.3-1 

represent entrance mixing zones, in which the entering streams (1, 

5, 9) are mixed with diluent epilimnion waters (2, 6, 10). The 

mixtures subsequently enter the epilimnion (3, 7, 11) or the hypo­

limnion (4, 8, 12) , according to whether their densities are less 

or greater than the estimated density at the thermocline, according 

to functions described in Section 4.3.3. 

The lake surface streams (19-25) consist of precipitation (19) 

and five thermal energy fluxes, which depend upon meteorologic 



4.3.1 System Definition (continued) 

conditions and upon lake surface temperature. Host of the functional 

forms and parameter values for the latter have been taken from 

Harleman and Markofsky . 

Streams 27 - 32 represent three basic types of internal exchanges 

between the epilimnion and hypolimnion. Bulk, density-dependent, 

turbulent transport is represented by streams 27 and 28. Mechanisms 

involved include eddy diffusivity, seiches, and thermocline erosion. 

Streams 29 and 30 represent molecular diffusion across the thermocline. 

These are generally on a much small scale than 27 and 28, but have been 

distinguished because of their density-independence. The last pair 

of streams, 31 and 32, represent advective flows, which are required 

in order to satisfy constant volume constraints placed upon the 

hypolimnion. Finally stream 26 represents lake outflow, determined 

by the epilimnic water balance. 

4.3.2 Forcing Functions 

Forcing functions are defined as factors which influence, but 

are not influenced by the lake system. The functions in Table 4.3-2 

constitute' the boundary conditions which drive the system and are 

comprised chiefly of hydrologic, meteorologic, and industrial variables. 

All of these variables have been estimated on monthly-average time 



Table 4.3-2 

Forcing Function Definitions 

Function Value Units Ref 

U. Tributary Inflow 

U, Metro STP Inflow 

U_ Ninemile Creek Inflow •• 

a 

a 

a 

\i. Fraction of Allied Chem Intake from Epilimnion b 

U_ Temperature Rise Through AC Power 

Ug Allied Waste Bed Overflow Chloride 

U_ AC East/West Flume Chloride Load 

Ug Precipitation 

UQ Solar Radiation 

U_0 Cloud Cover 

U.. Air Temperature 

U_ Fraction of Possible Sunshine 

U13 Wind Velocity 

Plant 

' Load 

U-. Saturation Vapor Pressure at Air Temperature 

U,_ Relative Humidity 

U,, Dew Point 16 
U-_ Atmospheric Pressure 

U._ Equilibrium*Water Temperature 

Uig Air Density 

U2Q Tributary Temperature 

U-- Metro STP Temperature 

U„2 Ninemile Creek Temperature 

U2_ Tributary Chlorides 

U24 Metro STP Chlorides 

Uoc Ninemile Creek Chlorides 
40 

20 

1. 

1. 

a 

b 

a 

a 

a 

a 

b 

b 

a 

a 

b 

b 

b 

b 

b 

b 

b 

b 

m /day 
3 

m /day 

ra /day 

-

degrees C 

70xl09g/day 

23xl08g/day 

m/day 

c 

c 

c 

.7 

7 

7,21 

21 

38 

KKCal/m-day b 

-

degrees C 

-

m/sec 

mm Hg 

-

degrees C 

mm Hg 

degrees C 

g/cm 

degrees C 

degrees C 

degrees C 

g/m 

g/m 

/ 3 g/m 

38 

38 

38 

38 

b 

b 

38 

38 

b 

b 

b 

b 

b 

b 

b 

b 

a - input on a monthly-average basis 

b - defined below 

c - calculated from hydrologic budget developed in Chapter 3 



Table 4.3-2 (continued) 
4 

Function Eva luat ion 

U4 

"9 

°14 

"15 

"18 

"19 

"20 

"21 

"22 

"23 

"24 

"25 

Dates . U. p a t e s U, Dates 
0 1 / 0 1 / 6 8 4 0 6 / 2 9 / 7 1 Q 0 6 / 0 5 / 7 3 

0 8 / 0 6 / 6 9 °* 1 0 / 1 4 / 7 1 . 0 1 / 2 1 / 7 4 

1 2 / 2 3 / 6 9 0 7 / 2 5 / 7 2 0 6 / 1 8 / 7 4 

0 3 / 1 0 / 7 0 °* 10/2,4/72 °* 0 1 / 0 1 / 7 5 
* - .78 * .78 

U = 1 .70 + 1 .21 cos0 + 2 . 8 2 U + .985 XJ cosO 

0 = 2 n ( t - 1 7 2 ) / 3 6 5 

t = day o f year 

-5* 
0. 

.78 

0 . 

[ l i n e a r regress ion a n a l y s i s o f monthly-average so lar r a d i a t i o n 
and sunshine data from East Lansing/ Mich. ; Cleveland, 
I t h a c a , N.Y.; Boston, Ma.; Port land, Me. . (N = 283 
SEE = .. 260) ] 

U1 4 = exp[ 20.59 - 5 1 9 9 . / ( U + 273 .1 ) ] 

U1 5 = [{112 - . 1 U u + U 1 6 ) / ( 1 1 2 + . 9 O u ) ] 8 

s o l u t i o n o f fo l lowing transcendenta l energy balance 

( . 2 1 H - . 0 4 2 U 1 3 ) ( U 1 8 - U n ) - U g 

+ 2 . 5 9 x l 0 _ 4 ( 1 0 7 5 - . 9 7 U 1 8 ) ( 1+ .224U U ) [ P ( « 1 8 ) - u
1 5 P t U u 

p(U±) = e x p [ 2 0 . 5 9 - 5 1 9 9 / ( 1 ^ + 273 .1 ) ] 

, R = 
Ohio? 
. 9 8 5 , 

equation : 

>] = 0 

U i g = . 0 0 1 2 9 1 2 7 3 . 1 / ( 0 ^ + 2 7 3 . 1 ) ] [ (U 1 7 - . 378U 1 5 U 1 4 ) / 760 ] 

N 

U_. = 6 .14 + 4 .19 COS0 + . 33 U, 0 _ 91 
2 0 XOfO 

U_, » 1 1 . 8 + 2.77 cos© + . 23 U,- , 91 
/.i. Xb,X 

U22 - "20 
l n ( U 2 3 ) = 6.601 - .621 1^1^/86400) 115 

l n ( U 2 4 ) = 5.989 + .140 ln(U 2 /86400) 127 

"25 - °23 
[ r e g r e s s i o n a n a l y s i s of survey data] 

U . . = equil ibrium temperature, l ag 1 months 
l e t , X 

0" = 2ir ( t -220) /365 ; t = day of year 

R2 

.914 

.815 

-

.434 

.003 

SEE 

1 .91 

2 . 0 9 

— 

.48 

.41 

Ref 

7 

"38 

10 

19 

39 

10 

10 

21 



4.3.2 Forcing Functions (continued) 

scales for the period of interest (1968-74). They are plotted against 

time in Appendix E. 

Tributary flows U. , U , and U3 are derived from the 

hydrologic balance developed in Chapter 3. Tributary temperatures, 

U p n , u , and U„_ , are estimated based upon regression models 

which compute temperature from day-of-year and equilibrium temperature. 

The latter, U,D , is defined as the water temperature which is in 
lo 

equilibrium with ambient meteorologic conditions. It is computed 

39 
according to a formulation suggested by Velz . The temperature 

regression models for stream 1 and the Metro STP have been estimated 

21 
based upon data from the O'Brien and Gere surveys . Chloride levels 

for these streams, U ?, and M . , are computed as functions of 

flow, using regression models also developed from O'Brien and Gere's 

data. Ninemine Creek temperatures and chloride levels upstream of 

the Allied Chemical discharges are assumed to be equal to those of 

stream 1. 

A 20 C temperature rise through the Allied Chemical power plant 

21 
has been assumed, based upon analysis of survey data and personal 

7 
communications with the Allied Chemical engineering staff . The 

chloride fluxes from the solvay plant, V- and U_ , have also been 

21 
estimated from survey data on Ninemile Creek and East Flume, respec 

tively. The waste bed overflow component, Ug , has been calculated 
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from the Ninemile Creek flow and chloride concentration data, with 

adjustment for upstream chloride levels. Both the magnitude and 

the temporal stability of this flux have been verified by soda ash 

7 
production data provided by Allied Chemical . 

U. , the fraction of the Allied Chemical cooling water taken 

from the epilimnion, has been estimated as a function of time from 

7 
information provided by Clough . The cooling water xntake is roughly 

regulated to minimize pumping and chlorine demand costs. Hypolimnic 

waters are cooler, have more heat capacity, and therefore require 

somewhat less flow to dispose of a given quantity of heat. Allied 

chlorinates the cooling water to oxidize hydrogen sulfide and minimize 

corrosion damage to its equipment. Normally, the plant uses hypolimnic 

waters exclusively. When hydrogen sulfide levels become excessive, 

an epilimnion intake is opened, to reduce chlorine demand costs. 

The remaining forcing functions in Table 4.3-2 are meteorologic 

variables, some of which are computed as functions of others. Solar 

radiation measurements ( Ug ) were not available for Syracuse, so 

38 
U.S. Weather Service data from stations at roughly the same latitude 

were employed to estimate a regression model for radiation as a function 

of time-of-year and percent of possible sunshine. The saturation vapor 

pressure of air ( U.. ) , relative humidity ( U. 5 ) , and air density 

{ U. _ ) are all computed from other reported meteorologic variables, 
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4.3.2 Forcing Functions (continued) 

according to the functions given in Table 4.3-2. 

4.3.3 System Functions 

System functions depend upon the values of the state variables, 

and comprise the primary relationships within the model. They are 

defined and described in Table 4.3-3. 

The first three functions represent the fractions of the 

inflowing waters which sink into the hypolimnion due to density 

differences. As described above, each stream enters the lake and 

is initially diluted with epilimnic waters. The density of the 

diluted stream is compared with the density of the lake at the 

thermocline, estimated as the average of the computed epilimnion 

and hypolimnion densities. If the influent stream density is less 

than the interface density, it is assumed to stay in the epilimnion 

and the corresponding function value is set to zero. If the influent 

density is greater, a certain fraction of the flow is assumed to sink 

into the hypolimnion. The exponential functions employed to compute 

this fraction are merely used to smooth the transition from zero to 

the respective maximum values, a.. , a.. , and a„„ . This is 

done to prevent instability in the numerical integration scheme. 

The value of a. is sufficiently small that the transition occurs 



Table 4.3-3 

System Function Definitions 

Function Units 

F l 
P2 
P3 
P4 
P5 
P6 
P7 
P8 
P9 
F 
10 

F 
11 

F 
12 

F 
13 

P 
14 

Fraction of Tributary Flow Entering Hypolimnion 

Fraction of Metro STP Flow Entering Hypolimnion 

Fraction of Ninemile Creek Flow Entering Hypolimnion 

Allied Chemical Total Cooling Water Flow 

Average Inlet Temperature in AC Cooling Water 

Evaporation Driving Force 

Partial Pressure of Water at Surface Temperature 

Hypolimnic Flow Surplus 

Advective Flow lEpilimnion •+• Hypolimnion] 

Advective Flow IHypolimnion •*• Epilimnion] 

Vertical Exchange Rate 

Richardson Number 

Friction Velocity 

Ice Cover Function 

-

-

-

m /day 

degrees C 

mm Hg 

mm Hg 

m /day 

m /day 

m /day 

m/day 

-

m/sec 

-



Table 4 . 3 - 3 (continued) 

4-43 

Function Ref 

0 

— . 
P1 -- o. 

" a 20 e X p [ a l 9 / ( ° I 
F 2 = 0 . 

= a ^ e x p l a ^ / f D j 

F 3 - 0. 

= a 2 2 e x p [ a 1 9 / ( D I 

P 4 = a 24 + a 2 5 F 5 
P 5 = U4 TE + ( 1 " U 4 ) 

P 6 = F7 * °15 U 14 

" D 3 } ] = a 2 0 ' 

- D 7 > ] = a 2 1 , 

- D 1 1 ) 1 S a 2 2 ' 

TH 

F_ = exp[20.59 - 5199/ (T + 2 7 3 . 1 ) ] / E 

F 8 = Q4 + Q8 + Q 1 2 - Q1 6 

F = 0. 
9 = - F 8 

F = P 10 *8 = 0. 

P l l = 8 6 4 ° ° a i 4 F 1 3 / l F 

- 86400 a l g F 1 3 

F 1 2 - 9 .8 a 1 ? (DH - DE 

P 1 3 - - ° 2 2 4 ° 1 3 ' 2 5 P14 

F 1 4 - l « 
= a 23 + ( 1 " a 2 3 } ' 

, F 2 0 . 

, 4 < o. 
, F > 0 . 
f P8 « 0 . 

1 2 1 5 + <*1A'*1B>] 

»/(P13 V 

'W5 

sxp(3 TE) « a 2 3 

D3 s D1 - (DE+ DH ) /2 . 

D 3 > D X 

D ? < D l 

D 7 > D t 

D l l * ° I 

V °I 

Hypolimnio Water Balance] 

' F 12 * ° -

' P 12 * °-

' T
E * °« 

' T
E < °« 

• 

7 

11 

10 

18 

18 

4,44 

o 



4.3.3 System Functions (continued) 

rapidly. Examination of the lake and tributary density data revealed 

that the major tributary stream (1) and the Metro STP stream (5) were 

always less dense than the epilimnic waters, due to the salinity of 

the latter. Thus, under past and present conditions, these streams 

would not be expected to sink, and the corresponding parameter values 

a„- and a?1 have been set to zero. Likewise, in these cases, 

initial dilution would be of no consequence, so the corresponding 

dilution ratios a1 and a_ have also been set to zero. Survey 

data indicated that Ninemile creek was considerably more dense than 

the epilimnion and the hypolimnion of the lake during most seasons. 

Accordingly, the density current phenomenon would be important in 

this case. Estimation of the parameters for this stream will be 

discussed in a subsequent section. 

The rate of cooling water withdrawal by Allied Chemical, F. , 

is assumed to be a weak function of the average inlet temperature, 

F_ . The linear relationship has been estimated from monthly-average 

7 
flow data provided by Allied Chemical and corresponding lake tempera-

21 
ture data . Flows decrease with decreasing inlet temperature 

because of increased heat disposal capacity per unit of flow. 

Evaporation from the water surface is governed in part by Fg , 

the evaporation driving force, which depends upon F_ , the partial 

pressure of water vapor at the lake surface temperature and upon the 
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partial pressure of water vapor in the air, computed from air 

temperature and relative humidity. 

The hypolimnic flow surplus, F„ , is required to compute the 

advective flows to and from the hypolimnion, Fg and F.Q , res­

pectively. These are necessary to satisfy the constant volume 

constraint placed upon the hypolimnion. 

The primary vertical exchange function in the model is F.. , 

which is computed from the Richardson number ( F_2 ) and the friction 

velocity ( F.,_) . This functional form was suggested in part by the 

experimental work of Kato and Phillips, as discussed in Section 4.2.2. 

Their model essentially couples the vertical mixing process with the 

mechanical energy balance of the lake. The Richardson number, F._ , 

is defined as the ratio of the buoyant potential energy deficit in 

the system due to density stratification to the rate of kinetic energy 

dissipation due to wind action. The friction velocity, F. , is 

computed from wind speed ( U-, ) , air density ( U-g ) , surface water 

density (D ) , and the ice cover function ( F.. ) , using functions 

4 44 
given by Banks and Wu . The ice cover function, F.. , describes 

the effect of ice cover upon wind-induced mixing, when the.computed 

surface temperature is greater than zero, F.. is set to one. For 

surface temperatures less than zero, F . rapidly approaches a minimum 

value, a.. . Again, the exponential function has been employed only 
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as a means of smoothing transitions and preventing instabilities in the 

numerical integration. The southern portion of Onondaga Lake generally 

remains free of ice cover, due to the discharge of heated effluents 

23 
in this area . This is the reason for the non-zero value of a_ . 

With the exception of the second term in the denominator, ai4/a]fi > 

the functional form for the exchange rate, P.. , corresponds exactly 

to the model employed by Kato and Phillips (see Figure 4.2-1). The 

added term effectively places an upper limit on the vertical mixing 

rate as the Richardson number approaches zero. This is necessary to 

prevent numerical instability in the calculations. The upper limit, 

determined by a16 , is sufficiently high to achieve essentially com­

plete vertical mixing. 

4.3.4 Parameter Values 

The values and bases for the various parameter estimates are given 

in Table 4.3-4. Some of the parameters are associated with processes 

or relationships which are general and have defined in other modelling 

or experimental studies. Values for these have been taken directly 

from the literature ( ag - a. - , a ) . other parameters relate 

specifically to this particular lake or to this model. Some of these 

have been defined by measurements or data which are independent of the 



Table 4.3-4 

Parameter Defini t ions and Values 

Par 

al 
a2 
a3 
a
4 

a5 
36 
a7 
a8 
a9 

aio 
311 
al2 
a13 
a14 
ai5 
al6 
a17 
a!8 
al9 
a20 
a21 
a22 
a23 
S24 
325 

ameter 

Initial Dilution Ratio - Tributaries 

" " " - Metro STP 

" " " - Ninemile Creek 

Fraction of Allied Cooling Water • 
Discharged to West Flume 

Surface Mass Transfer Parameter 

Conduction Parameter 

Back-Radiation Parameter 

Atmospheric Radiation Parameter 
» H H 

Heat of Vaporization at 0 C 

Effect of Temperature on Heat of Vap. 

Vertical Heat Exchange via Molec'. .Dif. 

Vertical Chi. Exchange via Molec. Dif. 

Vertical Exchange Parameter 

ii n ii 

ii it II 

Thermocline Depth 

Heat Capacity of Water 

Density Current Parameter 

1 

1 

2. 

2. 

Value 

0. 

0. 

q. 
0.273 

0.204 

0.279 

.136x10" 

.064xl0~ 

0.17 

596. 

-0.54 

74xl0~3 

74xl0~5 

0.770 

1.001 

0.020 

9.0 

1.0 

0.00001 

Max. Density Cur. Fraction - Tributaries 

" " " " - Metro STP 

» II .1 •• _ Ninemile 

Ice Cover Parameter 

Allied Cooling Water Flow at 0 C 

Effect of Inlet Temp, on AC CW Flow 

Ck. 

2. 

8. 

0.0 

0.0 

0.267 

0.46 

47xl05 

21X103 

Units 

-

-

-

-

sec/ (day-mmHg) 

mmHg 
9 KKCal/m-°K4-

l4KKCal/m2°K6-

-

Kcal/Kg 

Kcal/Kg-°C 

m/day 

m/day 

-

-

-

m 

Kcal/Kg-°C 
. 3 g/cm 

-

-

-

m /day 
3,, o„ 

m /day- C 

-day 

-day 

Ref 

a 

a 

a 

23,7 

b 

11 

11 

11 

11 

11 

11 

c 

c 

b 

b 

a 

21 

10 

a 

a 

a 

b 

d 

e 

e 

a -

b -

c -

d -

e -

assumed value. 

estimated empirically. 

estimated from molecular diffusivities of heat and sodium chloride/ 
assuming a thermocline thickness of 4 meters'". 

23 estimated from observed ice cover ; corresponds to a 90% reduction 
in wind-induced mixing under ice cover. 

7 
based upon analysis of flow data supplied by Clough and lake tempera­
ture data supplied by Onondaga County 
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model (e.g. a4 , a12 , a13 , a17 , a23 , a,. , a2g ) . In some cases, 

model calculations are insensitive to particular parameter values, and 

reasonable values have been assumed ( a. , a_ , a_ , a.. , a.- , a__ , 

a 2 1) . The remaining four parameters are lake- or model-specific, have 

important effects on the model calculations, and cannot be estimated 

accurately based upon independent evidence. These parameters ( a_ , a.. , 

a15 ' a22 * **ave b e e n estimated by fitting model simulations to observed 

temperature and chloride data, using Bard's algorithms for parameter 

estimation in nonlinear dynamic systems. Demonstration and evaluation 

of the utility of these algorithms in ecosystem modelling is a primary 

emphasis of the work described in this chapter. The specifics of the 

parameter estimation exercises will be described in Section 4.5. 

4.4 Implementation 

A Fortran IV program has been written to perform the calculations 

specified by the model. The structure of the program is summarized in 

Figure 4.4-1. The roles and sizes of each of the 17 subroutines are 

given in Table 4.4-1. Programming and computations have been done on 

an IBM 370-168. 

The system of equations is integrated numerically using a fourth-

order, Runge-Kutta procedure with variable step size, contained in 

16 
the IBM Scientific Subroutine Package' . This subroutine (RKGS) 

automatically adjusts integration step size for control of integration 

errors. The criterion used for step size adjustment is: 
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Table 4.4-1 

Model Subroutines 

Name Function 
Number of 
Statements Reference 

MAIN 

BOXES 

SETUP 

CAV 

RKGS 

DERIV 

OOTP 

PFUNC 

PUP 

DERY 

INLET 

RESLT 

RESAN 

HIST 

PLT 

TALLY 

DENSY 

initializes and controls program execution 129 

computes compartment surface areas and volumes 27 
from morphometric data 

reads observed temperature and chloride data from 32 
disc file and computes spatial averages 

i 

computes weighting factors for spatial averaging 28 
of profile data 

controls fourth-order Runge-Kutta numerical 115 
integration 

controls time-derivative computations 34 

called after each Runge-Kutta step; traces calcu- 12 
lations if specified 

updates forcing function vector 180 

updates parameter vector for sensitivity testing 38 

computes derivatives of state variables for given 91 
parameter vector 

distributes inflows and computes water balances 

prints, plots, stores, and analyzes output at 
specified times and at end of program execution 

analyzes and plots residuals 

prints histograms 

prints line plots 

summarizes residual statistics 

function to compute density from temperature and 
chloride concentration 

91 

287 

156 

54 

75 

37 

6 

16 

16 

( 
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C 

Figure 4.4-1 

Schematic of Model Subroutines 

* Subroutines are called from left to right and top to bottom 

f 
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6 " s J i ^ i l ^ - ^ l . ± 5
max

 = 0-004 (4-4"1) 

where, 

w. = weighting factor for state variable if 
i = 1,4 (Z wi = 1.0) 

y. = state variable value one time step ahead 

(2) 
y. a state variable value two time steps ahead 

If the parameter 6 is greater than 0.004, step size is halved and 

the computations are repeated. A reasonable value for 6 was 
max 

selected by trial-and-error. The weighting factors, w. , are 

approximately inversely proportional to the annual ranges of the respective 

state variables, so that each variable contributes equally to the total 

integration error. A maximum step size of 0.025 years (9.13 days) has 

been specified. 

The Runge-Kutta method requires evaluation of the derivative vector 

four times per each integration step. It can be relatively expensive 

16 
compared to second-order, predictor-corrector methods . The advantages 

of the former are that it is self-starting and relatively stable. The 

accuracy of this method is particularly important to successful imple­

mentation of the parameter estimation algorithms, as described in the 

next section. Adjustment of step size according to the above procedure 

can save considerable computation time. With the above error bound 
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parameters, step size varies between about 4.5 days, during relatively 

stable periods, to less than 0.5 days, during unstable periods (e.g. , 

overturn). The yearly-average step size is about 3 days. Exclusive 

of loading, the program consumes approximately 1.7 CPU seconds per 

year of simulation on the IBM 370-168 for integration of one set of 

state variable equations. 

The program permits sensitivity testing by integrating more than 

one set of state variable equations simultaneously. One additional 

set is added for each parameter or forcing function sensitivity being 

evaluated. For each set of state equations added, the value of the 

corresponding parameter is increased by a given percent (typically 3%). 

This permits calculations of sensitivity coefficients via finite-

differences as functions of time. The sensitivity coefficients are 

essentially normalized first derivatives of the state variables with 

respect to the parameter values. 

A linear interpolation scheme has been employed to input the 

values of time-variable forcing functions. As noted in Section 4.3.2, 

these functions have been defined on monthly-average time scales. 

Step changes in these variables would introduce instabilities in the 

numerical integration routine. Accordingly, transitions from one 

month to the next have been smoothed by adding a linear segment 

extending from the average value for a given month to that of the 

next in a time interval of one-half a month. Thus, the first quarter 

of each month is the last part of a linear segment extending from the 
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previous month's average to the current month's average, the middle 

half is constant at the average value, and the last quarter is the 

first part of a linear segment extending to the next month's average. 

4.5 Parameter Estimation 

A total of four parameters have been estimated by implementing 

Bard's algorithms for parameter estimation in nonlinear dynamic 

2 systems . The general parameter estimation problem has been outlxned 

in Chapter 1. Sections 4.5.1 and 4.5.2 discuss some of the specific 

options and alterations which have been implemented in this application. 

Section 4.5.3 describes the data base employed for parameter estimation 

purposes. Results are presented and interpreted in Section 4.5.4 and 

4.5.5, respectively. Finally, the residuals are analyzed in 4.5.6. 

4.5.1 Methods 

As discussed in Chapter 1, the basic problem is to find a set of 

parameter values which maximizes an objective function computed from 

the residuals, subject to constraints imposed by the model equations. 

As also noted in that chapter, the general problem can also include 

the effects of prior distributions of parameter estimates on the 

objective function, as well as constraints on parameter values. In 

this particular application, these additional options have not been 

exercised. The parameter solutions obtained are sufficiently far 

from any implied constraints (e.g.,positivity) that such constraints 
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are of no consequence t o the solution. I t was not found necessary to 

include constraints in order to guide convergence. Accordingly, the 

only constraints actual ly imposed are those dictated by the model 

equations. 

The particular object ive function employed depends upon the 

assumed form of the covariance matrix o f residuals . As distr ibuted, 

a t o t a l of six options are available in the Bard program: 

diagonal 
non-diagonal x 

known 
known to within a multiplicative constant 
unknown 

o 
The most general form of the covariance matrix (non-diagonal x unknown) 

has been assumed. The corresponding form for the constant portion of the 

maximum likelihood objective function is : 

4> = _ £ *n [det (-=-)) 2 n 
(4.5-1) 

n 
i.. => E e. e, 
ij m = 1 im jm 

(4.5-2) 

where, 

f 

$ = objective function 

n = number of observations 

A = moment matrix of residuals 

a.. = element of matrix A; i,j = l,k 

e. » residual for variable i and observation m; 
1 = l,k , m = l,n 

k = number of observed variables = 4 



4.5.1 Methods (continued) 

The Bard program provides two optional algorithms for guiding the 

convergence of an initially-assumed parameter vector to the optimal 

1 9 
value: the Gauss-Newton method and the Davidon-Pletcher-Powell method 

The former has been implemented here, based upon preliminary comparisons 

41 
of the effectiveness of these algorithms on test systems and upon 

3 
recommendations in the Bard program manual . 

In order to guide the convergence of the parameter vector to the 

solution, an estimate of the derivative of the objective function with 

respect to each of the parameter values is required. This is computed 

within the Bard program from the derivatives of the state variables with 

respect to the parameters. As distributed, the Bard program is designed 

for use with analytic derivatives, i.e.,sensitivity equations. The 

discontinuities associated with the excessive number of conditional 

statements in the model render analytic differentiation impractical in 

this application. Accordingly, substantial modifications have been 

made in parts of the Bard program to permit derivative computation via 

finite-difference methods. For maximum efficiency, a finite-difference 

scheme should select parameter perturbation sizes which balance truncation 

error (increasing with increasing step size) against round-off error 

3 
(decreasing with increasing step size). An algorithm suggested by Bard 

has been employed to achieve this. This finite difference scheme enhances 

the flexibility of the model and the parameter estimation algorithms by 

facilitating coding changes made in model development and implementation. 
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Parts of the Bard program have also been modified in order to 

facilitate estimation of the 95% confidence regions for the parameter 

estimates. The confidence region is defined as that portion of parameter 

space which satisfies the following criterion: 

* (6*)- <J> (£) <. e (4.5-3) 

where, 

* (B) = objective function value for parameter 
vector £ 

* (£*) = objective function value for parameter 
vector Bj* = solution 

e = indifference interval 

The region is estimated based upon a quadratic approximation of the 

response surface in the vicinity of the solution. A Taylor series 

expansion around the solution gives: 

* (9.* + 66.) = * (0*) + a*T 69. + î jB_T H* 6£ (4.5-4) 



4.5.1 Methods (continued) 

where, 

<j*T = transpose of vector of first partial derivatives 
of the objective function with respect to the 
parameters at the solution 

IT* = matrix of second partial derivatives of the 
— objective function with respect to the parameters 

at the solution 

At the solution, the first derivatives are near zero: 

l*T = 0 (4.5-5) 

Thus, 

* (6* + 68) - * (6*) = A* - i 66T H* 66 J §± g* S± (4.5-6) 

The covariance matrix of the parameter va lues , V9 , i s given by 3 

Ve « H*"1 (4.5-7) 



4.5.1 Methods (continued) 

Thus, from equations (6) and (7), the indifference region is given by: 

A* « i 6GT v " 1 56 (4.5-8) 
2 ~— H. - ~ 

3 
Bard has also shown that, for normally-distributed errors and if the 

T —1 i 
estimate of V„ is assumed correct, the quantity | &B_ V„ 68 | is 

2 
distributed as x with H ( = number of parameters) degrees of 

freedom. Thus, according to equations (3) and (8), the size of the 

indifference interval is given by: 

| A* | « i | 66* Va"1 66_ | <. e - \ (4.5-9) 

This definition of the e-difference region is essentially equivalent 

to a likelihood ratio test applied to the log-likelihood function, 

12 
$ . In order to translate this into a statement about actual 

parameter values, a principal component analysis of the parameter 

covariance matrix is first employed. The analysis, contained in the 

original form of Bard's program, computes linear functions of the 

parameter valueB which are independent of each other: 
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p. « Z b . . 60. , i = 1,1 (4.5-10) 
i j= i i j . J 

nhen defined in terms of 68 , the expected value of each p r i n c i p a l 

component i s 0. and the standard deviat ion i s a. . Expressed in terms 

of t h e pr inc ipal components, the e-difference region i s given by: 

£ T V"1 £ < X2 (4.5-11) 

The advantage of this representation is that the off-diagonal 

elements of V„ are zero, because the principal components are 

independent of each other. Accordingly, equation (11) can be 

evaluated as: 

2 
Z Pi 2 
Z -± < X (4.5-12) 
•1=1 2 

The end points of each principal axis p. are given by setting 

p. = 0 for 1 ^ j and solving p. in equation (10): 
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(4.5-13) 

j - 1,£ (4.5-14) 

(4.5-15) 

For each principal component, the end points are determined in terms 

of the or ig inal 8 coordinates by inverting and solving equation (10) 

for 68. i n terms of p. . 
3 3 

4.5.2 Implementation 

Parameter estimation subroutines are listed and described in 

Table 4.5-1. Figure 4.5-1 depicts the calling sequences for the 

various subroutines in the program version designed for parameter 

estimation purposes. Substantial modifications to the Bard subroutine 

DER have been made to permit: (1) use of Runge-Kutta integration; 

(2) derivative (sensitivity coefficient) calculation by finite-

difference methods; (3) output of the residual sums of squares for 

each observed variable after each evaluation of the objective, func­

tion. Likewise, modifications to the Bard subroutine OUT, called 

after the solution has been reached, have been made to permit: 

2 2 
X aj 

p. » ± xo. 

pi - 0, i + j 
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Parameter Estimation Subroutines 
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Name Function 
Number of 
Statements Reference 

2 

2 

MAIN initializes and controls program execution; creates 123 
interface between model and Bard subroutines 

NLMAX controls parameter convergence via Gauss-Newton 222 
method 

MAP maps values of objective function for specified 20 
parameter values 

ACCUM computes value of objective function for given 175 
parameter vector 

EIG computes scaled eigenvalues and eigenvectors of a B2 
given matrix 

BOUND computes constraint penalty functions and their 6 
derivatives 

PRIOR computes effect of prior distribution of parameters 3 
on objective function 

DER controls integration of model equations between 140 
specified time limits; computes derivatives of state 
variables with respect to parameters 

RUN sets initial conditions, if unknown 3 

XTOY relates state variables and their parameteric 11 
derivatives to observed variables 

OUT provides detailed output after solution has been 184 
reached; analyzes response surface in vicinity of 
solution 

MINV inverts a matrix 89 

SIMQ solves a set of simultaneous equations for end points 52 
of principal component axes of parameter estimates 

16 

16 

a - not of consequence in this application 
b - original subroutine substantially modified; see text. 
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Figure 4.5-1 

Schematic of Model and Parameter 
Estimation Subroutines * 

* Subroutines are called from left to right and top to bottom 
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4.5.2 Implementation (continued) 

(1) computation of r e s i d u a l and parameter cor re la t ion ma t r i ces ; 

(2) computation of r e s i d u a l s e r i a l c o r r e l a t i o n coe f f i c i en t s ; (3) 

implementation of a mu l t i va r i a t e t e s t f o r s ign i f ican t b i a s in the 

r e s i d u a l s ; (4) est imation of the 95% confidence region for the 

parameter vector. In add i t ion , the subrout ine MAP has been added 

to permit d i rec t sampling of the response surface for a given s e t 

of parameter values. Any modifications of the Bard subrout ines 

have been designed for general app l i ca t ion , i . e . , they a re not 

spec i f i c for use with t h i s pa r t i cu la r model. 

4.5.3 Lake Data 

Temperature and chloride profile data from the O'Brien and Gere 

23 21 
surveys ' have served as a basis for parameter estimates. From 

April, 1968 through December, 1974/ a total of 136 complete profiles 

at 3-meter depth increments were available. These data have been 

spatially aggregated to provide epilimnion- and hypolimnion-average 

values for each sampling date. Within each level, averaging has been 

done by integrating concentration times surface area with respect to 

depth (using the trapezoidal rule), and dividing the result by total 

compartment (epilimnion or hypolimnion) volume. Accordingly, the 

weighting factors applied to each seven-membered profile vector 

(0-18 meters) to compute the epilimnic average (0-9 meters) are: 
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Table 4.5-2 

Temperature and Chloride Data Used for Parameter Estimation 

€ 

Obi. 

1 
2 
i 
4 
i 

' " ' 6 
7 
a 
9 

l a 

n 
"i'2 

13 
I V 
i s 

. 16 
17 
Ye­
ll 
2 0 
2 1 
2 2 
2 3 
"2V 
2 5 
26 
2 7 
28 
2 9 
30 
3 1 
32 
3 3 
34 
35 
3 6 
3 7 
38 
I S 

'40 
4 1 
4 2 
4 3 
4 4 
45 
46 
4 7 
4 8 
4 9 
5 0 
5 1 
52 
53 
54 
!>5 
5 6 
5 7 
58 
59 
Vo" 
6 1 
62 
6 3 
64 
65 
6 6 
6 7 
6 8 

T i m * 

1 . 2 * 3 
1 .342 
1 .373 
1 .427 
1 .119 
1 . 4 0 6 
1 .493 
1.524 
1.S4.I 
l . 5 u 7 
1.384 
1 .619 
l .oSB 
1.6S6 
1 .751 
1 .770 
1 .808 
1 . 8 J 6 
l . d l 7 
1 .924 
1 .976 
2 . 0 4 8 
2 . 0 6 3 
2 . 1 0 4 
2 . 1 2 3 
2 . 1 3 7 
2 . 1 7 5 
2 . 2 3 6 
2 . 2 5 8 
2 . 2 7 1 
2 . 2 iO 
2 . J I U 
2 . 3 2 9 
2 . 3 4 8 
2 . 3 6 7 
2.3BO 
2 . 4 8 3 
2 . 4 2 5 
2 . 4 4 4 
2 . 4 6 3 
2 . 4 * 2 
2 .5U1 
2 . 5 2 1 
2 . 5 4 b 
2 . 6 5 5 
2 . 6 7 4 
2 . 7 1 5 
2 . 7 3 2 
2 . 7 7 0 
2 . 8 1 1 
2 . 8 4 9 
2 . 6 9 0 
2 . 9 2 a 
2.91.4 
3 . 0 4 4 
3. ( .79 
3 . 1 1 8 
3 .133 
3 . 3 2 6 

"J'.3"«6""' 
3 . 4 2 5 
3 .464 
3 .482 
J . 515 
3 .34U . 
3 . 5 / 5 
3 . 6 1 4 
3 .674 

... ». 
10.6 
11.3 
13 .6 
18.5 
2 0 . 6 
2 0 . 1 ' 
18.5 
2 1 . 1 
22 .7 
2 3 . 1 
2 2 . 1 

' 23 .4 
22 .2 
20 .8 
19 .1 
16.3 
l b . l 
12 .2 
12.2 
6 . 3 
2 . 1 
0 . 6 

. »«° .. 0 . 9 
1 . 0 
1 . 7 
1 . 6 
3 . 3 
3 . 8 

" 5 . 4 ' 
7 . 8 
9 . 3 

1 0 . 2 
1 1 . 9 
1 2 . 2 
1 5 . 4 
1 5 . 1 . 
1 7 . 0 
1 7 . 6 
1 8 . 3 ' 
1 8 . 5 
2 0 . 4 
2 1 . 3 
2 3 . 0 
2 3 . 3 
2 4 . 1 
2 0 . 9 
1 9 . 9 
1 7 . 1 
1 2 . 9 
1 0 . 8 

8 . 9 
5 . 2 
3 . 1 ' 
1 . 9 
1 . 7 
2 . 6 
2 . 7 
9 . 8 

' 1 8 . 9 " 
1 9 . 4 
2 1 . 4 
1 9 . 8 
2 1 . 3 
2 0 . 7 

" 2 2 . 9 
. 2 3 . 1 

2 0 . 4 

*H 

7 . 6 
8 . 7 
9 . 8 

1 2 . 2 
1 2 . 9 
U.i 
1 3 . 1 
1 J . 0 
1 3 . 8 
1 2 . 8 
l i . l 
12 .5 
1 3 . 8 
14 .2 
1 4 . 4 
13 .7 
14 .3 
1 2 . 8 
12 .a 

7 .5 
2 . 7 
2 . 0 
1 .8 
2 . 7 
2 . 0 
2 . 7 

' 2 . 6 
3 . 0 
3 . 0 
3 . u 
5 . 3 
5 . 8 
6 . 2 
6 . 5 
7 . 9 
8 . 0 
7 . 8 
9 . 1 
8 . 2 
8 . 1 
9 . 2 
9 . 5 
9 . 4 

1 0 . 3 
1 2 . 1 
1 3 . 0 
1 3 . 7 
12 .8 
1 3 . 0 
1 3 . 0 
1C.9 
9 . 3 
5 . 9 
5 . 1 
3 . 7 
1 .8 
4 . 4 
4 . 3 
6 . 7 

1 2 . 4 " 
1 0 . 2 
1 J . 0 

9 . 6 
1 1 . 1 
1 0 . 6 
I t . f 
1 0 . 7 
1 2 . 4 

C. 
1464 .4 
1 4 6 0 . 9 
1 5 6 4 . 3 
1 5 5 7 . 7 
1524 .1 
1582 .0 
1 5 3 2 . 0 
1292 .9 
1337 .3 
1470 .2 
1605.4 
1659 .7 
1505 .9 
1S05.9 
1 3 3 2 . 7 
1822 .2 
1643.2 
1 J 6 7 . 6 
1626 .9 
1374 .9 
1.711-.4 
1456 .0 
1 1 6 8 . 1 
1494 .8 
1405 .2 
1 4 8 2 . 6 
1496 .3 
1 3 6 2 . 6 
1 3 2 3 . 0 
1 2 2 8 . 0 
1471 .3 
1093 .4 
1278 .3 
1 1 5 0 . 0 
16 6 2 . 6 
1 2 7 7 . 4 

9 6 3 . 9 
1081 .3 
1 4 7 9 . 1 
1411 .4 
1233 .7 
1537 .4 
1 4 8 7 . 0 
1 3 9 5 . 8 
1677 .7 
1771 .5 
1 6 7 4 . 1 
1790 .3 
1847 .3 
2 0 0 4 . 7 
1908 .8 
2 0 2 5 . 1 
1891.B 
1676 .2 
1532 .7 
1503 .7 
1 3 7 1 . 1 
1 6 3 5 . 8 
1 6 8 1 . 1 
1694 .9" ' 
1483 .2 
1 6 1 6 . 8 
1642 .2 
1163 .8 
1108 .4 
1184 .4 
1643 .9 
1645 .4 

CH 

1 9 2 9 . 1 
1 9 9 * . 7 
2 1 J 4 . 6 
2 U 6 . 6 
2 1 U . 0 
2 1 4 6 . 6 
206 7 . 2 
20UC. I I 
2 0 3 0 . 4 
1 9 3 / . 8 
2 1 U S . 2 
2 1 6 2 . 4 
2 1 6 9 . 4 
2 3 0 3 . 1 
1 8 6 5 . 7 
2 1 4 8 . 0 
2 4 6 2 . 1 
1 9 2 4 . 6 
2 1 3 6 . 4 
1 7 5 0 . 0 
1 3 4 6 . 1 
1 6 1 9 . 6 
1 7 3 1 . 0 
1 6 1 6 . 5 
1 8 0 3 . 3 
1 7 6 3 . 3 
1 6 3 4 . 5 
1 8 8 7 . 4 
1 9 3 8 . 0 
1 6 6 7 . 6 
1 5 7 2 . 0 
1 7 6 1 . 5 
1 6 8 5 . 8 
1 6 8 8 . 1 
1 6 8 1 . 8 
1 6 4 4 . 7 
1 6 5 4 . 1 
1 5 3 4 . 1 
1 9 3 5 . 3 
1 7 9 3 . 3 
1 7 7 1 . 3 
1 6 7 4 . 5 
1 7 4 2 . 7 ' 
1 0 4 9 . 4 
1 4 5 2 . 7 
1 7 3 1 . 7 
1 7 2 2 . 3 
1 8 9 6 . 2 
1 9 4 0 . 3 
2 0 6 2 . 2 
2 0 4 5 . 7 
2 0 2 4 . 3 
2 3 1 0 . 1 
2 1 4 J . 1 
2 2 1 7 . 6 
2 1 7 1 . J 
2 2 9 2 . 7 
2 2 4 5 . 0 
2 0 7 2 . 0 
2 1 1 8 . 5 
1 6 2 1 . 6 
1 9 6 1 . 8 
1 9 / 1 . 0 
1 5 9 6 . 4 
156 7 . 2 
I i t . 7 . 2 
2 0 1 9 . 2 
196 1 . 7 

Ob. . 

f 6 9 
70 

n 
u 
n 74 
/ 3 
/ 6 
77 
78 
79 
60 
d l 
82 
83 
d l 
85 
86 
87 
6 8 
89 

" 9 0 
91 
92 
93 
94 
95 
96 

» ' . 
98 
9 9 

100 
101 
102 
103 

' 104 
105 
10(> 
107 
l u a 
1 0 9 
11U 
111 
112 
113 
114 
115 
116 
117 
* 1 8 
119 
1 2 0 
121 
122 
123 
124 

, 1 2 3 
1 2 ' 6 " 

: I 2 7 
128 
129 
130 
131 

, 1 3 2 
133 
134 
145 
146 

Ttao" 

3 . o 9 3 . 
3 . 729 
3 . 7 o 7 
4 . 7 d 9 
4 . 8 8 5 
4 .924 
3 . 9 9 7 
4 . 0 4 5 
4 . 0 9 9 
4.132° 
4 . 2 0 4 
4 . 2 t 7 
4 . 2 J 8 
4 . 3 5 9 
4 . 3 9 5 
4 . u J 6 " 
5 . 0 5 8 
5 . 1 6 7 
5 . 2 4 7 
5 . 2 0 6 
5 . 3 2 1 
5 . 3 9 7 
5 . 4 3 6 
5 .512 
5 . 5 5 1 
5 . 5 8 9 
5 . 6 2 7 . 
3 .6o6 
5 . 7 0 4 
5 . 7 4 2 
5 . 7 8 4 
5 . 8 1 9 
5 . 8 6 0 
5 . 9 5 3 ' 
6 . 0 7 1 
6 . 1 8 4 
u .222 
6 .2 7V 
6 . 4 1 6 

' 6 . 3 5 6 
6 . 3 9 5 
6.4*52 
6 . 5 2 9 
6 . 5 6 7 
6 . 6 8 5 
6 . 6 4 4 
6 . 6 8 2 
6 . 7 2 1 
6 . 7 3 9 
6 . 7 9 7 
6 . 9 4 2 
7 . 1 8 1 ' 
7 .248 
7 . 2 7 / 
7 .415 
7 .333 
7.492 

""7.'43C- -

7 . 4 6 8 . 
7 .326 
7 .564 
7.O03 
7 . 6 4 1 . 
7 . 679 
7 .718 
M 5 6 
7 . 7 9 5 
7.843 

T-
2 0 . 8 
2 0 . B 
1 7 . 9 
1 4 . 7 . 
1 0 . 5 

7 . 6 
1 . 3 
l . S 

• 2 . 0 
1 . 6 
2 . 1 
3 . 3 
6 . 2 

1 1 . 1 
1 8 . 9 
2 2 . 2 

1 . 0 
0 . 7 
2 . 4 
2 . 4 
7 . 7 

1 6 . 7 
1 6 . 9 
1 8 . 9 
2 1 . 6 
2 1 . 2 
1 4 . 4 
2 1 . 2 
2 2 . 0 
1 8 . 3 
1 4 . 1 
1 0 . 5 
9 . 1 
3 . 4 
5 . 0 
3 . 0 
3 . 3 
5 . 0 
9 . 8 

1 1 . 7 
1 1 . 9 
2 0 . 1 
2 1 . 4 
2 2 . 6 
2 4 . 0 
2 1 . 6 ' 
2 3 . 5 
1 6 . 4 
1 6 . 8 
1 3 . O 

7 . 4 
3 . 0 
0 . 3 
3 . 4 
7 . 0 
9 . 3 

1 4 . 7 
" 1 7 . 7 

1 8 . 7 
2 1 . 3 
2 0 . 0 
2 1 . 7 
2 1 . a 
1 8 . 4 
1 7 . 4 
1 3 . 2 
1 2 . 5 
1 0 . 7 

TH 
1 5 . 6 
1 3 . 3 
13 .S 
1 3 . 4 
1U.6 

7 . 7 
1 .6 
2 . 0 
2 . 9 

" 2 . 2 
2 . 2 
2 . 4 
4 . 5 
7.C 
7 . 9 

1 2 . 1 
1 .2 
1 .0 
1 . 3 ' 
1 .3 
3 . 2 
' 9 . 0 
8 . 2 
8 . 8 
7 . 9 
7 . 6 

1 2 . 1 
1 4 . 5 
1 0 . 8 
1 1 . 0 
9 . 9 
8 . 9 
9 . 4 
5 . 3 
6 . 1 
3 . 2 
3 . 2 
5 . 0 
7 . 4 

1 0 . 3 
9 . 9 

1 1 . 2 
1 2 . 5 
1 3 . 2 
1 5 . 1 
1 5 . 1 
l o . l 
1 4 . 7 
1 4 . 6 
1 2 . 7 

6 . 4 
' 3 . 0 

0 . 5 
3 . 7 
5 . 7 

1 0 . 0 
1 2 . 7 
1 2 . 4 
1 4 . 3 
1 4 . 9 ' 
1 4 . 2 
1 4 . 6 
1 5 . 8 
1 4 . 1 
1 5 . 4 
1 3 . 5 
1 2 . 0 
1 0 . 9 

C. 
1 5 8 8 . 7 
1 4 3 1 . 6 
1927 .4 
1 6 8 1 . 1 
1619 .2 
1 7 8 3 . 1 
1 4 2 1 . 2 
1 4 6 2 . 0 
1 4 6 5 . 6 
1362 .2 
1238 .9 
9 0 1 . 1 
8 6 1 . 6 
9 7 0 . 4 

1 4 6 1 . 6 
1 5 5 3 . 9 
1863 .4 
1630 .4 
1196 .4 
1111 .3 
1 0 9 1 . 9 
U 7 9 . 1 
1 0 5 1 . 7 

6 9 7 . 1 
9 6 6 . 8 

1 1 7 7 . 9 
1 2 6 1 . 0 
1461 .8 
1 4 9 0 . 2 
1512 .4 
1 6 7 4 . 8 
1 7 0 6 . 6 
1405 .5 
1362 .5 
1139 .7 
1 2 2 4 . 1 
1 1 4 4 . 4 
1017 .9 
1 0 0 8 . 1 
1168 .5 
1 1 1 4 . 0 
1 0 4 4 . 4 
1 2 7 6 . 6 
1 3 7 4 . 4 
1 4 8 1 . 7 
1 5 2 7 . 6 
1 5 6 3 . 1 
1 5 5 4 . 3 
1 5 1 5 . 7 
1 7 0 7 . 8 
1691 .3 
1 6 3 3 . 0 
1 4 2 0 . 4 
1300 .8 
1 0 6 9 . 0 
1117 .2 

9 9 7 . 4 
1 0 2 2 . 2 
1 1 0 6 . 7 
1117 .5 
1389 .7 
1632. 7 
1779 .3 
1 6 9 8 . 3 
1 8 6 4 . 3 
1 9 4 5 . 3 
1 8 1 8 . 1 
1767 .5 

CH 
U l f l . 1 
1 7 0 7 . 0 
2 4 8 0 . 0 
2 0 5 6 . 0 
1 9 0 6 . 9 
1 9 4 8 . 5 
1 6 8 2 . 1 
1 7 6 4 . 1 
1 7 3 7 . 8 
1 9 2 1 . 3 
1 6 6 8 . 2 
1 6 2 1 . 3 
1 1 2 9 . 4 
1 3 9 1 . 2 
1 6 2 2 . 9 
1 7 6 9 . 4 
1 9 1 2 . 4 
2 3 2 6 . 9 
2 2 3 7 . 5 
2 1 2 2 . 8 
1 8 0 6 . 9 
1 7 4 1 . 5 
1 7 6 7 . 7 
1 5 8 8 . 1 
1 7 7 2 . 5 
1 8 0 4 . 1 
1 8 1 7 . 8 
1 9 4 9 . 4 
1 9 7 9 . 2 
201o . 9 
1 9 7 4 . B 
2 1 1 7 . 2 
1 9 4 1 . 6 
1 4 9 7 . 1 
1 1 6 6 . 2 
1 4 9 0 . 4 
1 4 4 5 . 0 
1 1 9 6 . 5 
1 4 1 0 . 7 
1 4 2 1 . 1 
1 4 7 4 . 6 
1 4 8 3 . 9 
1 5 3 4 . 2 
1 S 7 7 . 8 
1 6 1 3 . 7 
1 7 1 4 . 6 
1 7 8 2 . 9 
1 6 4 1 . 8 
1 7 2 2 . 9 
1 7 2 6 . 9 
1 7 4 4 . 5 
1 5 9 4 . 1 
1 4 2 3 . 8 
17d2. 7 
1 2 5 1 . 5 
1 1 4 1 . 3 
1 1 0 6 . 5 
1 1 7 4 . 4 
1 1 9 2 . 6 
1 4 1 3 . 7 
U / 6 . 1 
1 7 4 9 . 6 
1 7 1 4 . 2 
1 7 7 3 . 5 
2 3 3 3 . 8 
1 9 5 1 . 8 
1 8 1 4 . 1 
1 8 9 3 . 3 

a - Tim In Veara from January 1 , 1967. 

f • • 



4.5.3 Lake Data (continued) 

0.210, 0.351, 0.305, 0.134, 0., 0., and 0. The corresponding set of 

weights for the computation of the hypolimnic average ( 9 - 1 8 meters) 

are: 0., 0., 0., 0.210, 0.364, 0.286, and 0.140. The data are listed 

in Table 4.5-2. In estimating the parameters, the first observation 

has been employed as an initial condition, leaving a total of 135 

observations as a basis for parameter estimation. 

4.5.4 Results 

Initial estimates of the parameters are required in order to 

start the formal parameter estimation routine. Independent evidence 

suggested values for each of the four parameters. a., and a 

represent the intercept and slope of the exchange rate function, 

F.. , and correspond to the intercept and slope on the plot of Kato 

and Phillips's experimental data on exchange rate versus Richardson 

Number (Figure 4.2-1). The data of Kato and Phillips suggested that 

values of 2.5 and 1.0 would be appropriate for a., and a,_ , 
14 Is 

respectively. Because of the logarithmic nature of this relation­

ship, the logarithm of a... was actually estimated. This effectively 

increased the linearity of the response surface in the region of the 

solution, a desirable aspect from the point of view of estimating the 

parameter covariance matrix. The surface heat and mass transfer 

parameter, a_ , is specified as 0.18 by Harleman and Markofsky . 
9 
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4 . 5 . 4 Results (continued) 

This parameter i s multiplied by wind speed to compute the transfer 

coe f f i c i ent for evaporation and conduction. I t has been included 

as an unknown here par t ia l ly because of uncertainty as to the 

adequacy of wind speed data measured at Hancock Airport as represen­

t a t i v e of conditions over the lake. Thus, the final estimate for 

t h i s parameter may Include a correction factor for average wind 

speed, as well as any deviations of the actual parameter from the 

suggested value. 

I n i t i a l simulations indicated that a value of 1.0 for parameter 

a_„ , the maximum fraction of Ninemile Creek flow entering the 

( hypolimnion, resulted in consistent over-prediction of mid-summer 

hypolimnic temperatures, even i f the turbulent exchange parameter, 

a. . , was set to zero . The over-prediction became more severe with 

increasing values o f the i n i t i a l d i lu t ion rat io , a_ . This suggested 

that , despite i t s r e l a t i v e density, a l l of Ninemile Creek does not 

flow into the hypolimnion. Apparently, much of i t i s dispersed in 

the epilimnion before i t has a chance to sink. If the fraction 

entering the hypolimnion i s assumed t o be zero, the chloride gradients 

are consistently under-predicted. Thus, i t has been assumed that some 

portion of the flow enters the hypolimnion without i n i t i a l di lution. 

The value for parameter a__ has accordingly been assumed to l i e in 

the range of zero t o one. 

P 
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4.5.4 Resul t s (continued) 

The r e s u l t s of the f i n a l parameter es t imat ion run are given in 

Table 4 . 5 - 3 . Pr incipal c h a r a c t e r i s t i c s of temperature and ch lo r ide 

res idua l s obtained from t h i s run are summarized in Table 4 .5 -4 . The 

i n i t i a l parameter guesses employed in t h i s case correspond to a 

solution previously obtained with parameter a , - equal to 0 . 0 1 . 
Xb 

This parameter determines t h e maximum r a t e of mixing under uns tab le 

(negative densi ty gradient) condi t ions . -Examination of r e s idua l s 

from t h i s f i t suggested t h a t a higher maximum r a t e would be d e s i r a b l e . 

With some t e s t i n g i t was found t h a t a doubling of a... would enhance 

the r a t e without appreciably affect ing the s t a b i l i t y of the c a l c u l a ­

t i o n s . Accordingly, a . , was s e t t o 0.02 and t h e parameter es t imat ion 
l b 

routine was re-started at the solution obtained for a, - = 0.01. As 
16 

shown in Table 4.5-2, the i n t e r c e p t and slope parameters, a_4 and 

a-5 , were reduced somewhat, but the bes t e s t imates of the o the r two 

parameters changed only s l i g h t l y . Convergence t o the solut ion was 

achieved with 7 i t e r a t i ons (der ivat ive evaluat ions) and 16 ob jec t ive 

function evaluat ions , or a t o t a l of 16 + 4 x 7 o r 44 equivalent func­

t ion eva lua t ions . This consumed a t o t a l of 8.15 minutes of CPU time 

on the IBM 370-168. The performance of the algori thm wi l l be discussed 

in g r ea t e r d e t a i l in Section 4 . 7 . 

S t r i c t l y speaking, i t cannot be guaranteed t h a t the so lu t ion 

obtained above i s a global one, because of t h e inherent nature of the 

nonlinear-est imation problem. Generally, the robustness of the solut ion 

C 



Table 4.5-.3 

Parameter Estimates and Confidence Regions Based upon All Data' 

Parameter 

*14 "15 '22 

Objective 
Function 

Estimate 

Standard Deviation 

Correlation Matrix 

al4 

al5 
a22 

-0.2617 

0.2872 

1.0 

0.989 

0.249 

a $ 0.224 

Principal Component Coefficients 

pl 
P2 
P3 
P4 

End Points of Principal 

P x - -X OJL 

Pl " + X °1 
P2'- -X o 2 

P2 - +X <*z 

P3 - -X 0 3 

P 3 - +X 0 3 

P 4 " -X 0 4 

P 4 " +X o 4 

2.36 

-0.12 

-0.59 

-2.49 

c 
Axes . • 

-1.135 

0.612 

-0.230 

-0.293 

-0.131 

-0.392 

-0.220 

-0.303 

1.0012 

0.0367 

1.0 

0.144 

0.205 

18.10. 

0.62 

-7.58 

18.89 

0.892 

1.111 

0.998 

1.004 

1.029 

0.974 

0.996 

1.006 

0.2668 

0.0122 

1.0 

-0.108 

17.42 

-59.61 

53.43 

6.71 

0.255 

0.278 

0.295 

0.238 

0.246 

0.288 

0.267 

0.267 

0.2062 

0.0095 

1.0 

24.80 

72.43 

72.36 

2.92 

0.196 

0.216 

0.185 

0.227 

0.189 

0.224 

0.206 

0.206 

-1542.65 -

Standard 
Deviation 

1.458 • 

1.053 

0.872 

0.066 

• 4 
#. - * 
-3.23 

-5.04 

-4.75 

-2.76 

-5.34 

-3.27 

-4.45 

-4.25 

• 
* 

b natural logarithm transform 
0 correspond t o approximate bounds of 95% confidence region (see eq. 4 .5-13 to 15) 

f\",. wi th 4 degrees of freedom » 3.08 
.05 

d sampled o b j e c t i v e function value a t end point of pr inc ipa l ax i s -
value a t s o l u t i o n ; expected va lue , based upon quadratic approximation 
of response surface (equation 4 . 5 - 6 ) ,=-4 .75 = -x 2 / 2 . 0 

.05 
e Total of 135 p r o f i l e s between April ,1968 and December, 1974 
f i n i t i a l guesses : .5096, 1.091, .2632, .2110| « = -1552.17 



Table 4.S-4 

Characteristics of Temperature and Chloride Residuals 

Variable 

Units 

Mean 

Standard Error 

Serial Correlation 
Coefficient 

Correlation Matrix 

TE 

*H 

CB 

CH 

o s s b 

R S S ° 

R2 d 

TB 

°C 

0.280 

1.676 

0.453 

1.0 

0.370 

-0.103 

0.076 

0.788 x 104 

0.377 x 103 

0.952 

TH 

°C 

0.289 

1,873 

0.603 

1.0 

0.070 

0.132 

0.260 x 

0.470 x 

0.819 

104 

103 

V 
g/m3 

-33.5 

198.9 

0.511 

1.0 

0.461 

0.994 x 107 

0.530 x 107 

0.467 

CH 

g/n3 

-15.8 

185.3 

0.517 

• 

1.0 

0.102 X 

0.460 x 

0.549 

ioa 

107 

a - Standard Error * (Residual Sum of Squares/ 134) 

b - O S S *> Observed sum of squarea of deviations from means. 

o - R S S = Residual sum of squares of deviations from zero. 

d - R 2 • 1 - U S S / O B S ) ' 



4.5 .4 Results (continued) 

would be tested by s tart ing the estimation routine at a variety of 

dif ferent i n i t i a l parameter values and tes t ing whether they a l l 

converge to the same point. However, the dimension of the parameter 

vector and the cost o f execution renders t h i s approach impractical 

in t h i s application. The adequacy of the solution i s indicated 

f i r s t by the apparent f e a s i b i l i t y of the parameter est imates, compared 

to the expected values and ranges discussed above. Secondly, the 

parameters are a l l r e l a t i v e l y well-defined, with coe f f i c i ents of 

variat ion ranging from 0.036 to 0.287, or corresponding t values 

ranging from 27.3 to 3 .5* . This indicates that th is maximum of the 

object ive function i s a re lat ively d i s t i n c t region in parameter-

space. Using the mapping option added t o the Bard program, the 

object ive function has been evaluated a t the end points of the 

principal component axes . These evaluations (Table 4.5-3) indicate 

that the response surface i s fairly well-behaved in the v i c i n i t y of 

the solut ion, since the computed values of the objective function 

at the end points are not greatly di f ferent from those estimated 

based upon a quadratic approximation of the response surface 

(equation 4 .5-6) , which predicts that the solution should be 4.75, 

as compared with computed values ranging from 3.23 to 5 .34 . This 

indicates that response of the function to changes in the parameter 

* a 14 w a s estimated on a log scale; the standard deviation of the 
logarithm of a 1 4 .approximately equals the coeff ic ient of variation 
of the parameter on a l inear scale. 



4.5.4 Results (continued) 

values near the solution is not highly non-linear. The solution is 

not a "peak" in the objective function, but rather a high point on 

a ridge, because of the high correlation between parameters a. . 

and a-5 (r = 0.989). 

As discussed in Chapter 1, parameter stability is a desirable 

property of a valid model. In order to develop further evidence 

for the verification of the model, the stability of the parameter 

estimates has been examined by dividing the data set into six groups 

and estimating optimal parameters for each group separately. The 

six groups correspond to years, with the exception that data for 

1970 and 1971 have been combined, because only nine observations 

were available for the latter. To ease parameter estimation diffi­

culties and reduce costs, only two of the four parameters have been 

estimated for each group: a., and a „ . The remaining two, a15 

and a.- , have been constrained to the values obtained above. As 

will be discussed in the next section, the value of a, _ has a 

theoretical basis and conforms to the value derived by Kato and 

Phillips. It is also highly-correlated with a . . ag corresonds 

roughly to the value suggested by Harleman and Markofsky . As will 

be shown, this parameter is not as critical to analysis of the 

outfall design issue as are the other parameters, because it does 

not strongly influence vertical exchange rates. The other two 

parameters are more empirical and do not have external bases for 
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4.5.4 Results (continued) 

their values. Accordingly, these have served as foci for parameter 

stability studies. 

.Sampling error in the covariance matrix of the residuals can 

become important as sample size is reduced. In order to minimize 

such effects and permit a focus on parameter variations alone, the 

covariance matrix of the residuals for the individual data groups 

has been assumed to be equal to that obtained from all the data 

combined (Table 4.5-4). In this case, the constant portion of the 

log-likelihood objective function employed in the Bard program is: 

O 

is defined in equation 4.5-2 

element of inverse of specified covariance 
matrix 

This amounts to weighted least squares, with known weights determined 

from the inverse of the specified covariance matrix. 

i=l j=l 

4 _x 
E a.. [v].T 

i] Ji] 

(4.5-16) 

where, 

3ij 

Ml] 

c 



4 . 5 . 4 Results (continued) 

The assumed i n i t i a l conditions for each period have been determined 

by the las t observation in the previous period, with the exception of 

the 1968 and 1972 groups, in which cases the f i r s t observations in the 

respective years have served as i n i t i a l conditions. The solution 

obtained for a l l years together has a l s o been used as a start ing point 

for the parameter vector in the estimation routine. Results of the 

analys is are given i n Table 4.5-5. Approximate 95% confidence regions 

for the parameter estimates are i l l u s t r a t e d in Figure 4 . 5 - 2 . 

Optimization o f the parameter estimates for the individual years 

has increased the object ive functions by values ranging from 0.59 for 

1973 to 6.50 for 1968. Based upon the t e s t discussed in Section 4 .5 .1 , 

the e-indifference region for the object ive function which defines 
2 

the parameter confidence region i s approximately given by X /2 , for 

normally-distributed errors. For two parameters, the 95% confidence 

region i s thus defined by A( = 3.0 , i f the estimate o f Vg i s 

assumed correct. Observed increases in the objective functions for 

the individual years were a l l l e s s than t h i s value, with the exception 

o f 1968. Thus, for f ive out of s ix groups, the optimal parameters 

were not s igni f icant ly different from the best overall est imates. 

1968 was the only year in which the simulations were begun in 

April , after the onset of s t ra t i f i ca t ion . I t i s possible that the 

differences in the optimal parameter estimates for that year could 
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Table 4.5-5 

Best Parameter Estimates for Individual Years 

Years 

N 

*o a 

**• b 

Parameters d 

Mean 

Standard Dev. 

End Points of 

1968 

20 

-41.75 

-35.25 

+6.50 * 

01 ©2 

-0.690 0.299 

0.237 0.030 

Principal Axe 

-1.181 0.231 

-0.099 0.368 

-0.433 0.273 

-0.847 0.325 

1969 

33 

-47.83 

-46.93 

+0.90 

9l 02 

-0.341 0.235 

0.093 0.023 
e 
s 

-.0.559 0.181 

-0.123 0.290 

-0.278 0.220 

-0.404 0.251 

1970-71 

30 

-69.42 

-68.42 

+1.00 

©1 ©2 

-0.269 0.242 

0.064 0.020 

-0.339 0.264 

-0.199 0.221 

-0.408 0.199 

-0.130 0.286 

1972 

17 

-41.19 

-39.17 

+2.02 

01 02 

-0.414 • 0.298 

0.110 0.032 

-0.677 0.220 

-0.150 0.376 

-0.360 0.283 

-0.465 0.313 

1973 

17 

-29.06 

-28.47 

+0.59 

01 02 

-0.206 0.266 

0.077 0.038 

-0.270 0.297 

-0.140 0.235 

-0.383 0.180 

-0.028 0.351 

197 

17 

-33 

-32 

+1 

01 

-0.1 

0.1 

-0.2 

-0.0 

-0.3 

0.0 

a - * = objective function value at starting point = best estimate for all years [0. = 

b - ** = objective function value at solution for given year 

c - * indicates that *# - $ is significantly different from 0 at the 95% confidence le 
normally-distributed errors are assumed 

d - Q1 = In ( a 1 4 ) , 0 2 = a22, a15 = 1.0012, ag = 0.2062 

e - corresponds to approximate bounds of 95 % confidence region for parameter estimates 
normally-distributed errors 
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Figure 4.5-2 

Approximate 95% Confidence Regions for Estimates of Parameters a. . and a,, 

Obtained for Various Years 

— I I | , I I 0.2 

a._ = 1.0012 
a* - 0.2062 

0.0 . 
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4.5.4 Results (continued) 

be attributed to the initial conditions. Errors in the initial 

conditions at this point could have profound effects on model 

simulations for the entire stratification period. Some of the 

seasonal biases in model performance, discussed in Section 4.5.6, 

could also be involved. In addition, the sensitivity patterns to 

parameter and forcing function values appear to be different in 

1968 than in other years, as will be discussed in Section 4.6.1. 

4.5.5 Interpretation of Parameter Estimates 

Estimates of the parameters dealing with the vertical exchange 

function, P., , can be interpreted from a mechanical energy balance 

point of view. The basis of the mixing model is the relationship 

between kinetic energy input at the surface due to wind shear stress 

and the increase in buoyant potential energy due to mixing. From 

4 
the definition of the surface friction velocity , energy input to 

29 
the lake is given by : 

- D E P 1 3 A E 
(4.5 



4 .5 .5 Interpretation of Parameter Estimates (continued) 

where, 

P.- = surface fr ict ion ve loc i ty (m/sec) 
(see Table 4.3-3) 

For vert ica l exchange at a rate F. between the hypolimnion and the 

epllimnion, the rate o f change of buoyant potential energy i s given 

by: 

^ d F • 9 F 1 1 * H A Z G (DH-DE> <4'5-18> 

where, 

2 g = acceleration of gravity = 9.8 m/sec 

bZ„ - difference in center of gravity between 
the epllimnion and hypolimnion = 8 . 5 meters* 

In uni t s of meters per second, the exchange rate function at moderate 

to high Richardson Numbers i s given by**: 

* Determined from lake surface area versus depth plot (Chapter 3) . 

** The second term in the denominator of the exchange rate function 
in Table 4.3-3 i s negl ig ib le during s t r a t i f i e d periods. 



4.5.5 Interpretation of Parameter Estimates (continued) 

a l 4 F13 p n • , (4.5-19) 
1 1 a15 

F 12 

9 ai7 (DH " D E ) 

P12 = Richardson Number = — 2 E_ (4.5-20) 
DEP13 

Substituting in the appropriate parameter values, and assuming 

a15 = 1.0012 a 1: 

0.086 D_ F̂ _ 
P„ » : S—r2- (4.5-21) 
11 g (DH-DE) 

Combining with equation (18) 

^r - °-7 3 DE Fi3 AH ( 4 - 5 - 2 2 ) 

This result can be compared with the expression for the rate of kinetic 

energy input [equation (17)]: 
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4.5.5 Interpretation of Parameter Estimates (continued) 

d PE _ - _, AH d KE _ d KE .. _ _,, 
"dt" °-73^~dt- ~ 0- 4 7"dr (4.5-23) 

c 

Thus, the parameter estimates indicate that 47% of the kinetic energy 

supplied to the system by the wind is used to increase the potential 

energy of the system by mixing the hypolimnic and epilimnic waters. 

The remainder is presumably dissipated as heat of friction. 

Implicit in the estimate of a . and, therefore, in the estimate 

of 47% conversion, is a correction factor for average wind speed over 

the lake relative to average wind speed at Hancock Airport. Thus, 

while the model calculations for this lake are not sensitive to any 

differences in average wind speeds, use of the same parameter values 

in modelling other lakes may not be appropriate, unless adequate 

adjustements are made. The estimate of the slope, a, _ , is indepen-
±0 

dent of such errors and would be expected to be more generally 

applicable. 

The formulation employed by Kato and Phillips to represent their 

experimental data has been shown to be useful in modelling the mixing 

process in a real lake. The best estimate of the slope, a15 , is 

essentially the same as that employed by Kato and Phillips. The value 

of 1 gives rise to the mechanical energy balance arguments presented 



4 . 5 . 5 Interpretation of Parameter Estimates (continued) 

above. The intercepts , a . . , are appreciably different (0.77 versus 

2 . 5 ) . As discussed i n Section 4 .2 , Kato and Phi l l ips ' s value of 2.5 

indicates that the rate of change of potent ia l energy in t h e i r system 

was 125% of the rate of kinet ic energy input. I t was suggested that 

t h i s could be attributed to possible errors in their kinet ic energy 

input rates . The same general type of problem may ex is t i n t h i s case, 

with the possible errors in average wind speed discussed above. One 

important difference between the two applications i s that Kato and 

P h i l l i p s applied the model to represent entrainment ( i . e . , one-way 

transfer from the bottom to the top layer , resulting in a moving 

in ter face ) , whereas the function has been applied here to represent 

two-way exchange between the bottom and top layers with a f ixed inter­

face . Apparent differences in the a . , parameter estimates derived 

from the two studies might also be attributed to this factor. 
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4.5.6 Analysis of Residuals 

Essential properties of the residuals are summarized in Table 4.5-6. 

Comparisons of model predictions have been made with observations of 

temperature, chloride, and density for the epilimnion, hypolimnion, 

and vertical gradient (hypolimnion-epilimnion). Time series plots of 

observations and prediction are displayed in Figures 4.5-3 to 4.5-5. 

Residuals are plotted against time in Figures 4.5-6 to 4.5-8. Observa­

tions are plotted against predictions in Figure 4.5-9. Histograms and 

normal probability plots are depicted in Figures 4.5-10 and 4.5-11, 

respectively. 

t-tests (line b, Table 4.5-6) indicate statistically-significant 

bias in the model predictions for six out of the nine components. 

However, the bias is generally small compared to the size of the 

residuals, since less than six percent of the total residual variance 

can be attributed to deviations of the mean from zero (line d). Effec-

2 
tive R s range from 0.26, for chloride gradient, to 0.95 for surface 

temperature (line e). Both the Durbin-Watson statistics (line f) and 

the non-parametric,runs tests (line g) indicate significant auto-correla­

tion in the time series of residuals in all cases. This serial corre­

lation is also evident in residual time series plots (Figures 4.5-6 to 

4.5-8;. 

The Kolmogorov-Smirnov test has been applied to test for normality. 

If the calculated residual means and standard deviations are employed 

in the test, non-normality is indicated at the 95% confidence level 



Table 4.5-6 
Results of Residuals Analysis 

Variable 

TH V T E CE CH V S DE DH 
Observed Variable Mean 

Standard Dev. 

Kstlmntpfl Variable Mean 

Standard Dev. 

Residual Mean 

Standard Dev. 

T-test for Bias 

Standard Error 

(Mean/ Std. Error)2 . 

R2 

Durbin-Watson Statistic 

Rons Test Parameter -

Prob(normality) 

Prob(nornality) 

Yearly F Statistic 

Variance Fraction 

Seasonal F. Statistic 

Variance Fraction 

a 
b 

c 

d 

e 

f 

<3 

h 
i 

J 
k 

1 

B 

13.25 

7.64 

12.97 

8.21 

0.28 

1.65 

1.97* 

1.67 

.028 

.95 

1.07* 

-5.43* 

.855 

.104 

.3.6S* 

.146 

8.87* 

.390 

9.03 

4.39 

8.75 

5.30 

0.29 

1.84 

1.83* 

1.87 

.024 

.82 

0.78* 

-6.47* 

.349 

.013* 

1.66 

.072 

13.48* 

.492 

-4.21 

4.38 

-4.22 

4.67 

O.01 

1.99 

0.06 

1.99 

<.001 

.79 

0.83* 

-6.28* 

.045* 

.041* 

1.72 

.074 

13.32* 

.490 

1448. 

271. 

1481. 

294. 

-33. 

195. 

-1.98* 

198. 

.028 

.47 

0.96* 

-4.74* 

.463 

.016* 

5.29* 

.199 

2.94* 

.174 

1811. 

-275. 

1796. 

260. 

16. 

184. 

0.99 

185. 

.007 

.55 

0.97* 

-4.16* 

.657 

.160 

4.78* 

.183 

3.24* 

.189 

364. 

232. 

315. 

202. 

49. 

193. 

•2.95* 

199. 

.060 

.26 

1.09* 

-4.46* 

.387 

.019* 

4.48* 

.174 

5.11* 

.269 

1.39 

1.00 

1.42 

1.09 

-0.03 

0.43 

0.87 

0.43 

.006 

.82 

1.10* 

-4.79* 

.446 

.107 

4.98* 

.189 

2.72* 

.163 

2.68 

0.52 

2.62 

0.49 

0.06 

0.35 

2.08* 

0.36 

.031 

.53 

0.84* 

-4.27* 

.111 

.001* 

5.55* • 

.206 

1.25 

.083 

-

a - Standard Deviation around mean. 
b - t •> mean/standard error of mean i degrees of freedom » 135. 
e - Standard Error around zero •> square root of mean squared residual. 
d - fraction of residual variance attributed to bias. 
e - R2 «• 1 - (Residual Sum of Squares)/(Observed Sum of Squares of Deviations around Mean). 
f - autocorrelation present in time series at the 95% level if d <dk = 1.59 (ref. IV) 
g - Runs test parameter <• (observed number of runs - expected number)/standard deviation of expected 

distributed as N(0,1.) (ref.- 2). 
h - Kolmogorov-Smirnov Test, assuming mean and standard deviation given in lines 5 and 6 (ref 
i - Kolmogorov-Smirnov Test, assuming mean - 0., standard deviation •> standard error ( line 8) (ref 
j - Analysis of Variance Statistic for' Yearly Stratification t degrees of freedom - 6,128. 
k - Fraction of total residual variance explained by yearly groupings .*• between-group sum of squares/ 

total sum of squares. 
1 - Analysis of Variance Statistic for Seasonal Stratificationj degrees of freedom = 9,125. 
m - Fraction of total residual variance explained by seasonal groupings = between-group sum of square 

total sum of squares. 
• - Null Hypothesis rejected at the 95% confidence level. 
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Figure 4.5-3 
Observed(*) and Estimated (-) Temperatures Versus Time 
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Figure 4.5-4 

Observed (*) ana Estimated (-)' Chlorides Versus Time 
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Figure 4.5-5 

. Observed!*) and Estiraated(-) Densit ies Versus Time 
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Figure 4.5-6 
Temperature Residuals Versus Time 
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Figure 4.5-7 

-Chloride Residuals Versus Time 
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Figure 4 .5-8 

Density Residuals Versus Time 
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Figure 4.S-9 

Observations Varses Predictions 
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Figure 4.5-10 

Histograms of Residuals 
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Figure 4.5-11 

normal Probability Plots of Residuals 
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4.5.6 Analysis of Residuals (continued) 

only in the case of temperature gradient (line h). If the residuals 

are assumed to have means of zero and standard deviations corresponding 

to the computed standard errors in line c, the hypothesis of normality 

is rejected in cases of five out of the nine variablas (line i). It 

should be noted that, since the mean and standard deviation have been 

calculated directly from the sample, the power of the Kilmogorov-Smirnov 

test to detect non-normality is somewhat hindered. As a result, the 

computed probabilities of normality are biased upwards. Histograms 

(Figure 4.5-10) and normal probability plots (Figure 4.5-11) support 

the conclusion that the temperature gradient residuals are the least 

normal of any of the variables examined. Their distribution appears to 

be skewed toward positive values. This could be a consequence of the 

approximate lower limit of zero in this variable, since observed 

hypolimnion temperatures rarely exceed those of the epilimnion. Some 

of the probability plots tend to curve downwards at the low tails and 

uDwards at the high tails, indicating a tendency for the tails to be 

lighter than normal, or for the distributions to be on the uniform 

side of norma}.. 

The residuals have also been examined for seasonal and yearly 

patterns. A total of ten seasonal groups have been formed by 

aggregating at increments of 0.1 years. For each type of grouping, 

an analysis of variance has been done to determine the statistical 

signficance of variations of the means of the residuals between groups. 

The confidence levels for the statistics computed from these analyses 
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4.5.6 Analysis of Residuals (continued) 

are only approximate because of the serial correlation within the 

groups. These analyses have been done chiefly to characterize general 

features of the residual patterns. It should also be noted that the 

yearly and seasonal groupings are not completely independent of each 

other, since sampling strategy shifted in the later years of the 

lake survey. During that period, sampling crews were apparently 

less eager to venture out onto the lake ice, so that cold-season 

samples are relatively scarce in the later years (Table 4.5-2). Hence, 

apparent yearly effects may be partially seasonal effects and vice-versa. 

Seasonal- and yearly-mean residuals for each variable are plotted 

in Figures 4.5-12 and 4.5-13, respectively. F statistics in these 

figures and in Table 4.5-6 indicate significant variations between 

yearly groups in seven out of the nine variables and between seasonal 

groups in eight out of the nine variables. The variance fractions 

indicate that a maximum of 20% of the residual variance (in the case 

of D ) can be attributed to year-to-year variations, while up to 50% 
n 

can be attributed to seasonal variations ( T , Tfl - T_ ). 

Generally, seasonal effects on temperature residuals appear to 

be the strongest of the relationships examined and also appear to be 

quite periodic. Time series plots of temperature residuals support 

this (Figure 4.5-6). Epilimnion temperature is generally over-predicted 

by about 2°C during the cold seasons and under-predicted by about 1 C 

during the warm seasons. Periodicity in the hypolimnion and gradient 
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Figure 4.5-12 

Mean Residuals Versus Time of Year 
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Figure 4 .5 -13 

Mean Residuals Versus Year 
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4.5.6 Analysis of Residuals (continued) 

residuals may reflect the observed periodicity in the epilimnion 

residuals, with an apparent lag time of about 0.3 years. As will be 

shown, the epilimnion temperatures are sensitive only to ac, the surface 

mass transfer parameter, and not sensitive to any of the other estimated 

parameters dealing with exchange between the hypolimnion and epilimnion. 

Average epilimnic temperatures are fixed by the overall heat balance 

on the lake. 

The periodicity in the epilimnion temperature residuals can be 

attributed to two, factors. First, during cold seasons, a minimum 

temperature of 0°C has been arbitrarily specified for the epilimnion. 

In actual fact, observed temperatures rarely go below 2°C, even under 

ice cover. It is apparent that if this minimum temperature were 

specified at 2°C instead of 0°C, much of the periodicity in the 

residuals would be removed. Secondly, the function employed for 

calculation of solar radiation (Ug in Table 4.3-2) may have been 

inadequate. This function includes only a single cosine curve. 

36 
A recent article by Thompson outlines a general method for estimating 

solar radiation from sky cover for locations in the United States. In 

this scheme, the function used to compute clear-sky radiation involves 

five periodic components. Comparisons of the predictions of the two 

methods using Syracuse meteorologic data indicate that the method 

employed in the model tends to under-predict radiation in cold seasons 

and to over-predict it in warm seasons. An examination of the residuals 

obtained in estimating UQ (see Table 4.3-2) has revealed similar 



4.5.6 Analysis of Residuals (continued) 

patterns, despite a high R of 0.970. Thus, some of the seasonal 

periodicity in the temperature residuals may have been due to improper 

specification of the boundary conditions. Despite these problems, 

the model explains 95% of the variance in the epilimnion temperature 

data. The apparent decreasing trend in the yearly-average epilimnion 

temperature residuals (Figure 4.5-15) may be due to decreasing sampling 

frequencies during cold seasons, as discussed above. Because of these 

problems, the estimate of the surface mass transfer coefficient, a5 , 

may be somewhat biased. 

Yearly effects on epilimnic chloride residuals appear to be 

substantial (Figure 4.5-13). Again, the surface conditions are not 

very sensitive to the mixing mechanisms or parameter values. In fact, 

average surface chloride concentrations are essentially fixed by the 

hydrologic and salt-influx boundary conditions, due to mass balance 

constraints. Thus, variations in the mean yearly surface chloride 

residuals can be attributed to errors in specifications of the 

hydrology or salt loadings. 

Patterns in the density residuals reflect those in the temperature 

and chloride residuals. An under-prediction of the density gradient 

is evident during cold seasons (Figure 4.5-12), particularly during 

the seasons 0.7 and 0.8. While some of this may be due to the 

temperature problems discussed above, model errors could also be 

involved. One aspect of the model which could be important here is the 



4.5.6 Analysis of Residuals (continued) 

assumption of constant epilimnion and hypolimnion volumes. Erosion 

of the thermocline effectively increases epilimnion depth and volume 

in the late seasons prior to fall overturn. This effectively increases 

the volume over which the kinetic energy due to wind shear stress is 

dissipated. With an increase in depth (a1?), the Richardson Number 

(F12, Table 4.3-3) would increase, the vertical exchange rate (F.j) 

would decrease, and the computed density gradient would, in turn, 

increase. Thus, if effects of a migrating thermocline were incorporated 

into the model, the tendency to under-predict late summer and early 

fall density gradients might be reduced. 

Serial correlation in the residuals can be attributed to periodic 

or auto-correlated errors in the specification of boundary conditions, 

to the effects of factors not considered in the model, and to aspects 

3 
of the measurement process. Bard notes that serial correlation in 

the residuals is more generally the rule than the exception in cases of 

dynamic models. These results are not grounds for rejection of the 

model. The primary effect of the serial dependence of the errors is 

upon the confidence regions of the estimated parameter values. 

If the model were linear, and the residuals were uncorrelated, 

unbiased, and normally-distributed, the confidence regions calculated 

for the parameter estimates would apply exactly. In this case, however, 

the model is nonlinear, and the residuals are auto-correlated, somewhat 

biased, and, in some cases, not normally distributed. A standard 



4.5.6 Analysis of Residuals (continued) 

approach t o determining confidence regions for parameters under such 

conditions would involve Monte-Carlo simulation. Such an approach 

i s precluded in t h i s case by t h e expense of implementing the parameter 

estimation rou t ine . Thus, i n applying the model and in assessing e r r o r s 

in model p ro j ec t i ons , the approximate nature of the estimate of t h e 

parameter covariance matrix must be considered. 

4.6 Model Applications 

4 .6 .1 S e n s i t i v i t y Analysis 

Before applying the model to assess the p o t e n t i a l effects of t h e 

sewage o u t f a l l design upon genera l aspects of v e r t i c a l mixing in 

Onondaga Lake, an analysis has been performed t o estimate the s e n s i t i v i t y 

of the model simulations to some of the parameters and forcing funct ions . 

The parameters studied have included a . , (the numerator of the v e r t i c a l 

exchange r a t e function, F 1 ) , a 5 (the surface mass t ransfer parameter 

for evaporation and conduction), and a (the maximum fraction of 

Ninemile Creek flow enter ing t h e hypolimnion). S e n s i t i v i t i e s to Ug 

(the ch lo r ide flux from Al l ied Chemical's waste beds) and F . ( the 

Allied cool ing water flow) have a l so been evaluated. The s e n s i t i v i t y 

to a. . can a lso be used as a measure of the s e n s i t i v i t y to the 

average r a t e of wind-induced k i n e t i c energy input t o the lake. In 
3 

the numerator of F.. , the exchange rate function, a., and F._ occur 
3 

as a product. F13 , the cube of the friction velocity, is proportional 

to the rate of kinetic energy input, according to equation 4.5-17. The 

purpose of the analysis is to assess the relative importance of various 

mechanisms in controlling lake mixing under past and present conditions. 
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( i 4.6.1 Sensitivity Analysis (continued) 

The period of record (1968-74) has been simulated using the best 

estimates of the parameters developed in Section 4.5 and recording 

results at 0.05-year intervals. Normalized sensitivity coefficients 

have been computed as a function of time for each factor studied, using 

the finite-difference methods discussed in Section 4.4. Sensitivity 

coefficients are essentially normalized first derivatives of the state 

variables with respect to the factor values: 

3 yi t 
s±fj,t

 = pi"Fp7 (4-6-x) 

where, 

f~ S. . = sensitivity coefficient for state variable 
I i#j»t y. at time t and factor p. 

Pi = a14 

p2 = a5 

p3 " a22 

*4 * U6 

*5 = F4 

The coefficients can be interpreted as the marginal changes in the 

state variables which would result from fractional changes in the 

factors. The normalization adjusts for differences in factor scales. 

Sensitivity cpefficients for temperature, chloride and density are 

plotted in Figures 4.6-1 to 4.6-3 respectively. The numbers labelling 

the curves in each plot correspond to the subscripts of the p. 

variables defined above. 



Figure 4.6-1 

Temperature Sensitivity Coefficients Versus Time 
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Figure 4.6-2 

Chloride Sens i t iv i ty Coefficients Versus Time 
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0 
Figure 4.6-3 

Density Sensitivity Coefficients Versus Time 
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4.6.1 Sensitivity Analysis (continued) 

One general aspect of the temperature and chloride sensitivies 

is the tendency for "spikes" to occur during overturn periods, parti­

cularly in late 1972 and 1974. This is essentially because changes 

in the factors influence the times at which density equivalence is 

reached and rapid mixing occurs. Just prior to overturn, both 

temperature and chloride gradients may exist, but with opposing 

effects on the density gradient, which is approaching zero. When 

mixing occurs, temperature and chloride variables change rapidly, 

giving rise to the spikes in the sensitivity plots. 

Epilimnion temperatures appear to be insensitive to all factors 

examined, except for the surface transfer parameter, p„ . As 

vertical stratification develops during each season, sensitivities of 

hypolimnion temperature with respect to the dominant factors, p^ and 

p. , increase in absolute values and are opposite in sign. Temperature 

gradients (hypolimnion - epilimnion) are also chiefly controlled by these 

factors. Chloride sensitivities (Figure 4.6-2) indicate the dominance 

of p. , the Allied Chemical chloride flux, in both the epilimnion and 

hypolimnion. Chloride gradients are controlled chiefly by p. and p. . 

Epilimnion density is controlled by p. and p, , while hypolimnion 

density and density gradient both respond most dramatically to changes 

in p. and p^ during most years. 

The density gradient sensitivities are particularly important and 

warrant more detailed analysis. Generally, p. and p. appear to be 

controlling, as in the cases of temperature and chloride gradients. 



4.6.1 Sensitivity Analysis (continued) 

During peak stratification seasons, p. sensitivity coefficients are 

on the order of -1.5, while p 4 coefficients are approximately 2.0. 

This means that a 1% increase in the chloride flux is estimated to have 

about the same effect on peak density gradients in the lake as a 

2/1.5 = 1.33% decrease in a.. , or, equivalently, a 1.33% decrease 

in the average rate of kinetic energy input. Since the latter depends 

upon the 3.75 power of wind speed, this would correspond to a 0.35% 

decrease in average wind speed over the lake. This helps to quantify 

the stratifying effect of the industrial discharge relative to the 

natural forces tending to mix the lake. Because of the nonlinear 

nature of the model, these figures are valid only for small changes 

in the factors. 

Cooling water flow, p5 , has a negative impact on a density 

gradient during late summer seasons, except during 1970. In that 

year, cooling water was consistently withdrawn from the epilimnion 

(see U- , Table 4.3-2). Thus, this factor was not as important a mixing 

mechanism in the lake during 1970 as it was during other years, in which 

the cooling water was withdrawn from the hypolimnion. 

In 1968, the sensitivity equations are markedly different from 

those observed during other years, in that factors 3 and 5 appear to be 

controlling peak density gradients. The reasons for this are unclear, 

but may be related to the fact that the simulation was started after 

the onset of stratification in the spring. This fact, coupled with 

some of the seasonal biases in the model discussed in Section 4.5-6, 

may account for the differences. During this period, the sensitivity 
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4.6.1 Sensitivity Analysis (continued) 

coefficients are not in equilibrium with the factors driving the model, 

but are still heavily influenced by initial conditions. The qualitative 

differences in the sensitivity coefficients during 1968 may in part 

account for the differences in optimal parameters estimated for that 

year in Section 4.5. 

The degrees and types of mixing in the lake over the study period 

are characterized in Figure 4.6-4. In units of year , the total 

hypolimnic dilution rate (HDR) is defined as the total outflow rate 

from the hypolimnion divided by the hypolimnion volume: 

Q16 + °28 * g30 + °32 _,,. .. , ,. 
HDR_ = - X 365. (4.6-2) 

H 

•The non-adveotive portion of this is attributed to the density-dependent 

exchange between the epilimnion and hypolimnion, F-, , and is given by: 

Q2B 
HDR - — x 365. (4.6-3) 

na VH 

These variables are particuarly important as measures of the oxygen 

resources of the hypolimnion. The logarithms of these two variables 

are plotted against time in Figure 4.6-4. During fall overturn periods, 

maxima are reached in the vicinity of 2,6. These upper limits are 



Figure 4.6-4 

Simulated Total and Non-Advective Hypolimnic Dilution Rates 

4-107 

I I I I I I I I I I I I • I I I I I I I I I I I I I I I I I I'l I I I I I I I I II I I I I I I I I I I I II I I I I I I I I M M I I I I I I I I I III I I I I I 

1968 I 1959 I 1970 I 1971 I 1972' "I 1973 I 197U g 

II I I I I I I I II I I II I II III M i l l I M i l l I I II I I I U| III II I M i l l I I I I I I II II III I I I ! III I I I II I II f 

1969 I VgggT 1970 " I" 1971"' I" 1972 I 1973 "I" 1970 

Figure 4.6-5 

GRID Display of Dissolved Oxygen 

DISSOLVED OXYGEN 

( 

•art 

ff^simtfnnnmLp^m^ 

mmmm 

» 

it 

ONOMMCA tAftt OAfA H C 1 - thVltOfiNE Nf M. CV1TKMI PpGCMAM » H*MV4Ml UNIVPASI fV 

M U t f U N T H SOLA I TIKI! IK POMlHi T*0H JANUMV ! « • • 

v m r i c M . tCALk i D C F I H I N MiruMi «iuvc tUMtf t latin.IMS « i i « f u « - B U A M C H I 

D.O. < 1 mg/l i ter . 

*5ZSYSsS v*l*ul "N<,e , M t I ! 

COPPCMHf I Ol t tOLVtd OlirMN (Mt t / t l 

IN tMAlHtf VAtUll 01* 1*60 AW * • • ) • MAN « 

If l l«CH L(VIC 

«HC4» I»« «• IOML <"°))|'|l)*"'<<i:<g;tS' »"H!Si "> ' J E M " " -

r*cout»<cv 
OVCkk 

• • • • • t « • • * • • * • > • • • • . • • « • • • • • • • • « • • • • • • • > • « . « • • • • • • « • « • • « . « ( , • • • • • 

AVMAdLt 

rAtjutMCv' 



4-108 

€ 4 .6 .1 Sens i t iv i ty Analysis (continued) 

determined by the assumed value of a , , , which i s somewhat arbitrary. 
lb 

Accordingly these periods should be interpreted as periods in which 

the lake is essentially completely-mixed. 

During periods of peak stratification, the advective mixing 

mechanisms become important. If cooling water is withdrawn exclusively 

from the hypolimnion, the advective component of the HDR amounts to 

2.24 year" , or 0.35 on a logarithmic scale. The non-advective 

component generally reaches a minimum in the vicinity of -0.2 on a 

log scale, or about one quarter of the advective cooling-water component. 

During low flow seasons, Ninemile Creek flow amounts to about 4 m /sec. 

With a value of 0.267 for a , this corresponds to an HDR of 0.63 year , 

or -0.2 on a log scale, about equivalent to the non-advective mixing 

component. However, this does not contribute to the total HDR, because 

it merely satisfies some of the demand imposed by cooling water withdrawal. 

Thus, during peak stratification, cooling water use accounts for about 

80% of the total hypolimnic displacement, if it is withdrawn exclusively 

from the hypolimnion. When the epilimnion intake is opened, it is 

estimated that 78% of the water entering the plant comes from the surface 

waters. Under these conditions, at peak stratification, the total dis­

placement rate is reduced by about 60%. 

The simulations indicate that mixing during spring overturn periods 

is not as complete or as rapid as in the fall. This is chiefly due to 

the chloride gradients which are built up under ice cover during the 
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4.6.1 Sensitivity Analysis (continued) 

winter. An increasing trend in the intensity of the spring mixing 

period is evident. Computed total dilution rates are higher by about 

an order of magnitude during the spring of 1974, as compared with the 

springs of 1969 and 1970. This correlates well with corresponding 

increases in hypolimnic dissolved oxygen levels noted in Chapter 3 

and shown again in Figure 4.6-5. Comparisons of patterns in mixing 

rate with periods of hypolimnic anaerobiosis indicates that the latter 

correspond roughly to periods in which the logarithm of the total 

dilution rate is less than about 0.8. The lengths of these periods 

from spring overturn to fall overturn, estimated from Figure 4.6-4, 

range from about 0.3 years in 1974 to about 0.5 years in 1970. These 

factors suggest that the observed enhancement in hypolimnic dissolved 

oxygen levels in later years of the survey may have been due to climatologic 

influences on lake mixing, as simulated by the model developed here. More 

specific evidence for this could be developed by increasing the complexity 

of the model to permit direct simulation of dissolved oxygen. This will 

be discussed further in Section 4.7. 

r 
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"•" 4.6.2 Case Simulations 

A total of thirteen cases have been formulated in order to permit 

further analysis of the impacts of coding water use, salt discharge, 

and Metro STP outfall design on general aspects of lake mixing. Case 

conditions are summarized in Table 4.6-1. The first three examine 

the effect of cooling water withdrawal under present conditions of 

salt discharge to Nlnemlle Creek. Cooling water is withdrawn exclusively 

from the hypolimnion in Case 1, primarily from the epillmnion in Case 2, 

and is totally absent in Case 3. The next three cases examine the 

same cooling water conditions in the absence of the salt discharge. 

Case 6 can be considered as a baseline condition or undisturbed state. 

The last seven cases examine the effect of increasing initial dilution 

V ratio for discharge of the combined municipal/industrial effluent into 

the epillmnion. Case 7, with a dilution ratio of 0., is essentially 

equivalent to discharge of the effluent into the hypolimnion, due to 

density current effects. Initial dilution ratios increase by factors 

of two from a value of 1 for Case 8 to a value of 16 for Case 12. In 

Case 13, the discharge has been prevented from sinking into the 

hypolimnion by setting a . equal to zero. This is essentially 

equivalent to an infinite initial dilution ratio. All of the last 

seven cases have assumed exclusive cooling water withdrawal from the 

hypolimnion, which has been Allied Chemical's operating policy since 

mid-1974 7 . 

one of the factors which introduces uncertainty into the analysis 

( of the impact of the initial dilution ratio is uncertainty in parameter 



Table 4.6-1' 

Definitions of Cases Studied 

Case 

1 

2 

3 

4 

5 

6 

7d 

8 

9 

10 

11 

12 

13 

COOLING WATER 

Withdrawl Level 
Flow Epil- Hypo. 

F, 0.00 1.00 
4 
F, 0.78 0.22 4 
0. 

F„ 0.00 1.00 
4 
F„ 0.78 0.22 
4 
0. -

F. 0.00 1.00 
4 

n n ii 

n ti n 

ll II II 

M II II 

it II ti 

n n II 

SALT ; 

Initial Max. Fraction! 
Dilution Sinking 

Load Stream Ratio Into Hypolim. 

°6 Q9 a3 = °* a22 = °'266 ! 
II t> tl It * 

1 

ii ii n » * 

0. - a„„ = 0.0 
22 

« _ II n t 

n _ II n 

U6 25 a2 = °* a21 = 1-° 
" " 1. 

II n o " 

• i n A II 

II n g n 

16. 

a 2 1=0.0
b 

COM 

Cooling Water 
Withdrawl 

Hypolimnion 

Epilimnion 

Absent 

Hypolimnion 

Epilimnion 

Absent 

Hypolimnion 

" 

" 

" 

« 

a - see Table 4.3-1,-2,-3, and -4 for definitions of Q, U, F, and a variables, respectivel 

b - setting a 2 1 equal to zero forces all of the influent stream to remain in the epilimnion 
• and is equivalent to an infinite initial dilution ratio, a_. 

c - Fraction of cooling water withdrawn from epilimnion = D. 
d - Essentially equivalent to discharging into the hypolimnion, due to density current eff 
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4.6.2 Case Simulations (continued) 

a , the maximum fraction of the diluted effluent which is allowed to 

sink into the hypolimnion, subject to density constraints (see F_ , 

Table 4.5-3). A value of 1.0 has been assumed for this parameter in 

Cases 7-12. The analogous coefficient for Ninemile Creek, a 2 , has 

been estimated empirically at 0.267. It would be difficult to predict 

these parameters a priori without more detailed modelling of the 

hydrodynamics of the outfall site, including specifics of wind 

velocities (speeds and directions), horizontal currents, and bottom 

topography. However, Cases 7 and 13 represent extreme conditions, 

which are insensitive to the value of a . Case 7 essentially 

represents disposal in the hypolimnion, while Case 13 represents 

infinite initial dilution in the epilimnion. Thus, while uncertainty 

in a., may introduce uncertainty as to the specific path from Case 7 

to Case 13 as dilution ratios increase, the end points are not influenced. 

Simulation of each of the cases has been done under the hydrologic 

and meteorologic conditions from October, 1967 through December, 1974. 

, Metro STP flow (U_) has been assumed constant at the design value of 

3 
3.78 m /sec. Results have been recorded at 0.05-year increments. The 

first 15 months of each simulation have not been analyzed because of 

sensitivity to assumed initial conditions. Thus, the cases have been 

compared based upon model simulations over the six-year period from 

1969 through 1974. In Cases 1 - 3, sensitivity coefficients to each 

of the four empirically-estimated parameters (a., a.g, ag, and a__) 

have also been calculated. In Cases 4-13, a2_ is of no consequence 



4.6.2 Case Simulations (continued) 

and has not been included in the sensitivity calculations. The primary 

incentive for computing sensitivity coefficients is to permit estimation 

of the effects of uncertainty in the parameter estimates on errors in 

model projections. 

Four primary "objective functions" have been used to compare lake 

responses to the conditions specified by the various cases: (1) mean 

density gradient; (2) maximum annual density gradient; (3) mean hypolimnic 

dilution rate (HDR); (4). minimum annual HDR. A final supplementary 

criterion is average turnover frequency, defined as the average number 

of periods per year of simulation in which the Richardson Number, F „ , 

drops below 100. The Richardson Number is a measure of the resistance 

to vertical mixing. The vertical exchange rate, F , is roughly 

inverse to its value, which ranges from zero during unstable periods 

4 
to about 5 x 10 during peak density stratification. A value of 100 

has been arbitrarily employed as a turnover definition. This corresponds 

to an HDR value of 123 year , or a complete exchange of hypolimnic waters 

in about 3 days. 

For the first and third objective functions specified above, a total 

of three factors has been assumed to contribute to variations within 

each case: season, year, and parameter values. Seasonal variations 

in the functions are attributed to annual meteorologic and hydrologic 

cycles. Yearly variations represent the effects of variations in average 

annual meteorologic and hydrologic conditions. To provide a basis for 
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4.6.2 Case Simulations (continued) 

assessing the sever i ty of the e f f e c t s of parameter uncer ta inty on model 

projec t ions , t h e seasonal and yea r ly var ia t ions have been compared with 

those possibly a t t r i bu t ed to parameter v a r i a t i o n s . To determine t h e 

l a t t e r for each case , est imates of object ive function values a t t h e end 

points of the parametric p r i n c i p l e component axes (Table 4.5-3) have been 

derived from t h e value a t the cen t e r of the parameter confidence reg ion , 

the s e n s i t i v i t y coeff ic ient mat r ix , and the vec to r of parameter va lues 

a t the end p o i n t s of each p r i n c i p a l component a x i s . For a given s t a t e 

var iable y, a t time t : 

( yD,t,* " yj,t,o + j , ( !TJf ) (ei,k • 9i,o> «.*-4> 

where, 

y. . = value of state variable j at time t and 
3' '• parameter vector k 

y. = value of state variable j at time t and 
""' ' optimal parameter vector £. 

3 y 1 t 
, *f = sensitivity coefficient of state variable y. 

i with respect to parameter 6. at time t 

0 = value of parameter 6. at principal component 
i , k axis end point k 

8. = optimal value of 6 
i,o 

O 



4.6.2 Case Simulations (continued) 

This scheme has been employed to develop a three-dimensional array of 

values for the density gradient and log..(HDR) for each case. Each 

array consists of 20 seasons, 6 years, and 9 parameter sets. The 

ranges of the means within each of the three factor groups have been 

used as bases to assess the relative effects of the factors on mean 

density gradient and on log._(HDR). In analysis of yearly extreme 

values (maximum density gradient and minimum HDR), the extremes for 

each year and case have been extracted from the general, three-dimensional 

array to generate a two-dimensional matrix (6 years x 9 parameter sets) 

for each case. 

Results are presented in Table 4.6-2 and in Figures 4.6-6 to 4.6-9. 

Simulations of Cases 6, 7, and 13 are presented in Figures 4.6-11 to 

4.6-12,respectively. These can be compared with the simulation of 

actual 1968-74 conditions in Figure 4.6-10. 

Comparing the results for Cases 1, 2, and 3 with Cases 4, 5, and 

6 provides a basis for evaluating the effects of the salt discharge to 

Ninemile Creek. Average turnover frequencies for Cases 1-3 range from 

0.50 to 1.00, while 2 turnovers per year are consistently observed in 

the absence of the salt discharge. The primary effect of the discharge 

is to inhibit the spring turnover period. The difference in average 

3 

density gradient between the two groups of cases is 0.68 mg/cm , cor­

responding to 62% of the Case 1-3 mean. Thus, if the salt discharge 

were eliminated, it is indicated that average density gradients in the 



Table 4.6-2 

Results of Case Simulations 

Density Gradient? Man 
Season** aanianai 

Ikr iBB 

Xaar" -OMana 
— » • — 

Bangs 
FaraBatar atiAjaEBi 

aaxianai 
Bl iqt 

•rnma* Hai i ia i c 
Density Gradient Mean 

Taar Uniaaa 
BBxian 

Bange 

Itiriani 
Banqe 

Log_QCBjpolia-llcJ3iltt-
t i on Sat*) Mean 

TTnaam W-liana 
Haxianai 

Bangs 
Tear Hiaiana 

Xadmm 
Bangs 

TaiaaaUL Miniana 
Marlima 

Banne 

in. mm* Mean 
taar MniaoB 

•*»•! — — 
Bang* 

Mnd-a-B 
Bauysj 

1.00 

0.96 
0.00 
2.55 
2.5S 
0.71 
1.36 
0.6S 
0.90 
1.03 
0.13 

2.57 
2.00 
3.52 
1.52 
2.45 
2.69 
0.24 

1.04 
0.44 
2.60 
2.16 
0.86 
1.19 
0.33 
0.97 
1.10 
0.14 

0.39 

2 

0.B3 

1.17 
0.07 
2.88 
2 .81 
0.86 
1.63 
0.77 
1.08 
1.27 
0.19 

2.92 
2.37 
3.81 
1.44 
2 .80 
3.05 
0.26 

0.79 
0.06 
2.21 
2.16 
0.S3 
1.01 
0.48 
0.70 
0.88 
0.18 

0.O4 

3 

0.50 

1.21 
0.15 
2 .81 
2.67 
0.86 
1.58 
0.73 
1.05 
1.37 
0.31 

2.87 
1.32 
3.62 
1.30 
2.74 
3 .00 
0.26 

0.70 
0.04 
1.91 
1.86 
0.49 
0.97 
0.48 
0.61 
0.79 
0.19 

0.00 
0.2S -0 .02 - 0 . 0 8 
0.44 
0.15 
0.37 
0.41 
0.04 

0.13 
0.15 

0.11 
0.19 

0.00 -0 .04 
0.08 
0.07 

0.05 
0.09 

4 

2.00 

0.35 
0.00 
1.49 
1.52 
0.25 
0.44 
0.19 
0.32 
0.37 
0.05 

1.51 
1.10 
1.88 
0.77 
1.42 
1.60 
0.18 

1.70 

5 

2.00 

0.49 
0.00 
1189 
1.89 
0.34 
0.62 
0.28 
0.45 
0.53 
0.08 

1.92 
1.44 
2.34 
0.90 
1.80 
2.04 
0.23 

1.44 

rasE* 
6 

2.00 

0.44 
0.00 
1.72 
1.72 
0.30 
0.56 
0.26 
0.41 
0.47 
0.07 

1.74 
1.30 
2.16 
0.86 
1.65 
1.84 
0.20 

1.4S 
0.S5 - 0 . 1 1 -0 .07 
2.67 
2.12 
1.54 
1.88 
0.33 
1.64 
1.77 
0.13 

2.66 
2,78 
1.24 
1.67 
0.43 
1.38 
1.49 
0.11 

2.67 
Jt'4 
1.24 
1.67 
0.44 
1.32 
1.57 
0.25 

0.52 -0 .13 -O.OB 
0.48 -0 .32 -0 .28 
0.60 
0.12 

0.09 
0.40 

0.13 
0.41 

0.50 - 0 . 2 1 -0 .17 
0.54 -0 .04 
0.05 0.17 

0.00 

_2-H 

7 

0.00 

5.15 
3.25 
7.1B 
3.93 
4.89 
5.47 
0.57 
4 .98 
5.32 
0.34 

7.22 
6.71 
8.17 
1.46 
7.02 
7.43 
0.42 

0.49 
0 .41 
0.61 
0.20 
0.46 
0.51 
0.05 
0.47 
0.50 
0.03 

0.40 
0.39 
0.41 
0.02 
0.40 
0.41 
0.01 

8 

0.00 

2.71 
0.90 
4 .31 
3.41 
2.52 
3.03 
0.50 
2.64 
2.78 
0.14 

4.37 
4.07 
5.11 
1.04 
4.25 
4.48 
0.23 

0.80 
0.71 
1.03 
0.33 
0.77 
0.85 
0.08 
0.79 
0.82 
0.03 

0.70 
0.69 
0.71 
0.02 
0.70 
0.70 
o.ta 

9 

0.50 

1.84 
0.23 
3.10 
2.87 
1.70 
2.10 
0.40 
1.B0 
l'.B8 
0.09 

3.16 
2.94 
3.70 
0.76 
3.08 
3.24 
0.17 

1.03 
0.88 
1.84 
0.96 
0.95 
1.12 
0.16 
1.02 
1.04 
0.03 

0.87 
0.86 
0.88 
0.02 
0.87 
0.87 
0.01 

1 0 

0.83 

1.13 
0.01 
2.02 
2.01 
1.03 
1.31 
0.29 
1.10 
1.14 
0.04 

2.04 
1.85 
2.32 
0.48 
1.99 
2.08 
0.10 

1.30 
1.10 
2.43 
1.33 
1.23 
1.41 
0.18 
1.28 
1.32 
0.03 

1.09 
1.08 
1.09 
0.01 
1.09 
1.09 
0.00 

11 

1.00 

0.64 
0.00 
1.24 
1.24 
0.57 
0.75 
0.18 
0.62 
0.64 
0.02 

1.24 
1.08 
1.37 
0.29 
1.22 
1.26 
0.05 

l .SB 
1.34 
2.41 
1.07 
1.51 
1.66 
0.15 
1.57 
1.59 
0.02 

1.33 
1.33 
1.34 
0.02 
U 3 
1.33 
0.00 

12 

1 . 8 3 . 

0.41 
0.00 
0.91 
0.91 
0.30 
0.72 
0.42 
0.36 
0.45 
0.09 

1.02 
0.61 
2.16 
1.56 
0.99 
1.06 
0.08 

1.73 
1.24 
2.56 
1,32 
1.41 
1.84 
0.44 
1.63 
1.82 
0.19 

1.21 
0.48 
1.59 
1.11 
1.11 
1.31 
0.21 

1 3 

1.83 

0.40 
0.00 
1.42 
1.42 
0.22 
0.90 
0.68 
0.37 
0.44 
0.07 

1.47 
1.04 
2.82 
1.78 
1.36 
1.58 
0*.22 

1.49 
0.56 
2.63 
2.07 
1.14 
1.73 
0.59 
1.40 
1.5B 
0.18 

0.52 
0 .41 
0.56 
0.16 
0.49 
0.54 
0.05 

a - for Cue definitions, aaa Table 4.4-1. 
b - Tcmcn-er rreqamcr defined as average maber of t ise* per year Btchardson Boater drops balm. 100. 
c - Density gradient - njjxOianian density - «p'n—.'m density (ag/ca3). 
d - Bynolianic Dilution Bate CBraO - total fiov through bypolisnion / brpolianioa Tolas* ' (year -1). 
• - Baages of MitMa-groop a—na fox seasonal, yearly, and paraaater factors. 



Figure 4 . 6 - 6 

Slnmlated Mean Density Gradients for Various Cases 
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Figure 4 . 6 - 7 
Simulated Maximum Annual Density Gradients for Various Cases 
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Figure 4.6-8 

Simulated Mean Hypolimnio Dilution Rates for Various Cases 
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Pigtire 4.6-9 

Simulated Minimum Annual Hypollmnic Dilution Rates for Various 'cases 
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Figure 4•6-10 

Simulations of Actual 1968-74 Conditions 
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Figure 4.6-11 

Simulations of Case 6 Conditions 
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Figure 4.6-13 

Simulations of Case 13 Conditions 
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4.6.2 Case Simulations (continued) 

lake would decrease by 62%. The corresponding reduction for maximum 

annual density gradient is estimated to be 38%. The difference in the 

logarithm of the mean HDR between the two groups of cases is about 0.7, 

indicating a ratio of five in average displacement rates. The minimum 

HDR values are governed chiefly by advective flows due to cooling water 

withdrawal and are not as severely impacted by the salt discharge. 

Comparing Cases 1, 2, and 3 provides as basis for evaluating the 

effects of cooling water use under current salt disposal conditions. 

Results indicate that the lake mixing afforded by withdrawal of cooling 

water from the hypolimnion and subsequent discharge to the epilimnion 

does have a calculable impact upon density gradients and total HDR 

values. Results for Cases 1 and 3 indicate that if the cooling water 

use were stopped, turnover frequencies would decrease by 50%, mean and 

maximum annual density gradients would decrease by 26% and 12%, respec­

tively, and mean and annual minimum HDR's would decrease by factors of 

2 and 2.5, respectively. The differences between Cases 1 and 2 suggest 

that observed increases in lake mixing rates over the 1968 to 1974 

period may have been due in part to more frequent withdrawal of cooling 

water from the hypolimnion in later years (see U. , Table 4.3-2). 

Corresponding effects of cooling water use without the salt discharge 

(Cases 4-6) are somewhat less marked, because of the increase in 

density-dependent mixing, which reduces the relative importance of the 

advective mixing afforded by cooling water use. Density gradients 

for Case 5, in which cooling water is withdrawn primarily from the 



4.6.2 Case Simulations (continued) 

epilimnion, are somewhat higher than, for Case 6, without cooling water. 

This i s an effect of heat disposal in the epilimnion increasing the 

density s trat i f icat ion. The average heat disposal rate amounts to 

about 19% of the average annual solar radiation incident on the lake. 

Simulations of Case 7 indicate that discharge of the combined 

municipal/industrial effluent into the epilimnion without i n i t i a l 

di lut ion, or, equivalently, discharge into the hypolimnion, would 

resul t in permanent s t ra t i f ica t ion under the hydrologic and tneteorologic 

conditions of 1968-74 (Figure 4.6-10). a t the other extreme, resul ts 

for Case 13 (Figure 4.6-13 suggest that in f in i t e i n i t i a l di lut ion in 

the epilimnion would r e s u l t in an average of 1.83 turnovers per year, 

and in density gradient and HDR values not much different from the 

"undisturbed state", Case 6. As noted above, the path between these 

two cases as a function of dilution ra t io i s uncertain because of 

uncertainty in parameter a2 1 . Results obtained for a equal to 

1.0 a re conservative in that they would tend to over-predict density 

currents and resultant effects on chloride and density gradients in 

the lake. The consequences of these resu l t s on outfall design will 

be discussed in Section 4.7. 

For a l l cases and objective functions, estimated variations due 

to parameter values are small compared with those attributed to season 

and year and compared with differences in means among the various 

cases. The parameter variations have been derived from the 95% 



4.6.2 Case Simulations (continued) 

confidence regions of the parameter estimates. As noted in Section 4.5, 

the estimate of the size of this region is inexact because of non-

linearity in the model and the serial dependence and non-normality of 

the residuals. Observed yearly ranges are on the order of four times 

those attributed to the parameters. The former have been derived from 

a sample of six years, and thus do not represent 95% confidence ranges. 

If the distribution of yearly means is assumed to be normal, the standard 

deviation of the yearly variations would be given by 0.395 times the 

27 
range for a sample size of 6 , and the 95% confidence range would be 

about 15.8 times the observed range for six years. Thus, in order for 

the parameter variations to equal yearly ones, the estimate of the size 

of the parameter confidence region (expressed as distance along the 

principal component axes) would have to be low by a factor of 1.58 x 

4 = 6.32. 

3 
Bard * has derived an expression for the e- indifference region 

of the maximum-likelihood objective function for the s i t u a t i o n in 

which the sampling d i s t r i b u t i o n (mul t ivar ia te d i s t r i b u t i o n of the 

parameters) cannot be assumed to be normal: 

1 £ 
A* = e = %•: (4.6-5) 

4 x. - y 

where, 



4.6.2 Case Simulations (continued) 

& = number of estimated parameters = 4 

Y = confidence level = 0.95 

Paralleling the development in Section 4.5 for the normal case, the 

corresponding distance along the principal component axes, expressed 

in multiples of the respective principal component standard deviations 

is given" by: 

z = /2 A* = / fc - 8.94 (4.6-6) 
y 1 - y 

o 
For the normal case, A* is given by X /2 , and z is given by 

, or 3.08. Thus, if an attempt is made to account for non-normality, 

the dimensions of the confidence region increase by a factor of 

8.94/3.08 = 2.90. The same proportionate increase would be expected 

in the ranges of the density gradient and HDR's attributed to parameter 

variations, according to equation (4.6-4) Under these conditions; the 

95% confidence range attributed to yearly variations would be 6.32/2.90 = 

2.18 times the range attributed to parameter ranges. Generally, the 

higher this ratio, the more difficult it would be to detect projection 

errors due to errors in the parameter estimates. The non-linearity of 

the model and serial dependence of the residuals have not been accounted 

for, however. This is about as far as the analysis can be taken without 

resorting to Monte-Carlo type methods to determine actual parameter 

confidence regions. 



4.6.3 Error Analysis 

An analysis has been done to estimate some of the various error 

components o f model projections in each case studied. Assuming computa­

tion error t o be negl igible , t o ta l projection error can be broken dovm into 
3 

three basic components : 

S* (t) - S* (t) + S* (t) + S* (4.6-7) 

where, 

2 
S (t) = variance of a projection of a given 

variable at time t 
2 

S_ (t) =» variance attributed to independent 
variable error 

2 
S (t) = variance attributed to parameter error 

2 
S_, = residual variance 

In the case of a dynamic model, all of the above are time-variable, 

2 
with the exception of Sn . The first term is given approximately 

by: 

(t) - t ?(M^(M^c«r.Ulfx,) 
i=l j=l 3xi 3xj * j 



4.6.3 Error Analysis (continued) 

where, 

y (t) = value of predicted variable y at time t 

n = number of independent variables 

x. = value of independent or forcing variable i 

Similarly, the parameter error term is given by: 

np np 
S* (t) * S E » ) ( » Cov (p.,p.) (4.6-9) 
p i=i j=i *P± 3Pj i j 

where, 

p. » value of parameter i 

n = total number of parameters 

The last term is attributed to residual error and is determined by 

the standard error of estimate of the predicted variable. This com­

ponent can be further dissected into two components : 

SR = SE + SM = SEEy (4.6-10) 



4.CJ.3 Error Analysis (continued) 

where, 

model error 

measurement error 

square of standard error of estimate of 
predicted variable 

In order to estimate the two components of the residual variance, 

some independent evidence is generally required. For example, if 

replicate samples, chloride analyses, and temperature measurements 

were available, the measurement error components could be estimated 

and subtracted from the observed residual variance to obtain estimates 

of the model error components. In the absence of such data, the 

aggregated form of the residual variance has been employed below. 

As noted in Section 4.5, residual standard errors are not strictly 

independent of time or season, so the assumption that they are 

constant is not completely valid, but it sufficient for the analysis 

below. 

As discussed in Chapter 1, a method of assessing the adequacy 

of data for parameter estimation purposes is to compare the error 

2 
components attributed to parameter uncertainty, S (t) with the 

2 
residual variance, S_ . The former can usually be reduced by 

increasing the size of the data sample used for parameter estimation, 

while the latter would not necessarily change under such conditions, 

provided that the additional data were of the same quality as that 

• 2 -
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4.6.3 Error Analysis (continued) 

originally employed. 

The magnitudes of the parameter and residual error components 

have been compared for each case simulated and for predictions of the 

epilimnic, hypolimnic, and gradient values of temperature, chloride, and 

density. The parameter error term is time-variable and its distri­

bution for the entire 6-year simulation has been summarized by the 

extreme values and the mean. The variance components for each case 

and variable are summarized in Table 4.6-3. Generally, mean parameter 

variance amounts to a small fraction of the sum of the two error 

components. The maximum fraction observed is 0.18, for prediction 

of temperature gradient in Case 3. Case 3 appears to be the most 

sensitive to parameter values of the cases studied. For prediction 

of density gradient the fraction of total variance attributed to 

parameters ranges from 0.0004 in Case 11 to 0.034 in Case 7. Despite 

the approximate nature of the estimate of the covariance matrix of 

parameter values, it appears that the estimate would have to be 

considerably in error in order for the parameter variance to become 

a substantial component of the total projection error. 

A more complete error analysis would also incorporate the effects 

of independent variable error. This would involve considerable effort, 

due to the number of independent variables and the difficulties of 

estimating their covariance matrix. To some extent, this type of 

error has already been incorporated into the parameter and residual 

error terms, since the parameter and residual covariance matrices have 
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4.6.3 Error Analysis (continued) 

been estimated by supplying the model with a set of independent 

variables which were subject to error and subsequently comparing 

dependent variable observations with model predictions. Generally, 

the same set of independent variables has been used in simulating 

each case, so that the same covariance matrix of independent 

variable errors [Cov (x.,x.) in equation (8)] would apply. 

However, the sensitivities of the state variables with respect to 

the independent variables [3y(t)/3x. in equation (8)] may change 

as a function of case, suggesting that total independent variable 

error may also change with case, just as total parameter error has 

been shown to change. 

Probably the most important concern with regard to the effects 

of this type of error is the possibility that consistent errors or 

biases in one or more of the independent variables may have intro­

duced biases in the parameter estimates. One variable which would 

be of potential concern in this regard is U. , the chloride flux 

from the Allied Chemical waste beds. As demonstrated in Section 4.6, 

the hypolimnion and gradient variables are highly sensitive to the 

values of this variable. This indicates that the optimal parameter 

estimates, particularly a.. , would also be sensitive to bias in 

Ug . Fortunately, as discussed in Section 4.3, the value assumed 

for this variable has been verified by two independent methods: 

(1) Ninemile Creek flow and chloride concentration data, and (2) a 

mass balance on the Allied Chemioal solvay plant developed from soda 
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ash production, reaction stoichiometry, and reaction efficiency data. 

Because of the possibility for introduction of bias, the quality of 

the independent variable data can be critical to proper implementation 

of the empirical parameter estimation methods employed above. 

4.7 Conclusions and Recommendations 

4.7.1 Model Adequacy 

One distinctive feature of the model which has been developed, 

estimated, and applied above is its high level of spatial and temporal 

aggregation. Monthly-average boundary conditions have been employed 

to drive a system consisting of two mixed layers. This is to be 

1 2 9 
compared with the M.I.T. ' and W.R.E. reservoir models discussed 

in Section 4.2. These models employ a minimum of 20 mixed layers 

of 1- to 2-meter thicknesses and require daily-average boundary 

conditions. Aggregation in space and time go together, because the 

former tends to enhance the stability of the system and to render 

it less sensitive to high-frequency variations in boundary conditions. 

This aggregation has resulted in a number of distinctive 

properties. First, the model obviously has less potential resolution 

in time and space. The resolution was sufficient for generally 

characterizing vertical exchange in the lake , as evidenced by the 

ability of the model to simulate observed temperature and chloride 

variations in the hypolimnion and epilimnion with time. Second, the model 

requires less data to implement. Obviously, the specification of 

daily-average meteorologic and hydrologic boundary conditions would 



4.7.1 Model Adequacy (continued) 

be a much more demanding requirement. Third, the model is less 

expensive to implement, because it involves fewer state variables 

and longer time steps. As noted in Section 4.2, the M.I.T. model, 

with spatial and temporal resolutions of one meter and one day, 

respectively, consumes 2.4 minutes of CPU time per year of simulation, 

while the model developed here uses 0.028 CPU minutes per year*. Use 

of the parameter estimation routine would probably have been economically 

infeasible if a model with the spatial and temporal resolution of the 

M.I.T. model were employed. 

The standard errors of estimate of the model developed here are 

compared with those typical of the M.I.T. model, as derived from the 

3.1 

study of Parker et al. in Table 4.7 -J,. For predictions of surface 

temperature, the standard errors for the latter averaged 2.15 C and 

ranged from 1.38 to 2.98 C in a sample of seven different reservoirs 

and years. These can be compared with the standard error of 1.67°C 

obtained for predictions of epilimnion temperature in Onondaga Lake. 

Corresponding values for predictions of reservoir outlet temperatures 

averaged 1.90°C and ranged from 1.01 to 2.88 C using the M.I.T. model, 

compared with a value of 1.87 C obtained above for prediction of 

hypolimnion temperature. Thus, it appears that the two models have 

about the same residual standard errors, despite the differences in 

their levels of spatial and temporal resolution. 

* Some of the differences in CPU time may. be attributed to differences in 
computers* The computer model employed in the 1975 study of the M.I.T. 
model was not specified by the authors.25 



Table 4.7-1 

Comparisons of Standard Errors of Estimate for Temperature Predictions in 

Onondaga Lake with Those Typical of the M.I.T Deep Reservoir Model 

STANDARD ERRORS OF ESTIMATE (°C) 

Model 

ESP 

MITd 

MIT 

MIT 

MIT 

MIT 

MIT 

MIT 

Lake or 
Reservoir 

Onondaga 

Fontana 

Douglas 

Cherokee 

Norris 

So. Holston 

Hiwassee 

Fort Loudon 

Years 

1968-74 

1966 

1969 

1967 

1972 

1953 

1947 

1971 

Surface 
Temperature 

1.673 

1.74 

2.03 

2.07 

2.31 

2.44 

1.38 

2.98 

Bottom 
Temperature 

1.87b 

1.19 

2.11 

2.70 

-

2.88 

1.01 

1.53 

a - epilimnion-average. 

b - hypolimnion-average. 
. , * 11'13 25 

c - Model of Harleman et al. , as evaluated by Parker et al. ; 
bottom temperature refers to outlet level. 



4 .7 .1 Model Adequacy (continued) 

One feature which renders the model developed above somewhat 

u n r e a l i s t i c i s the assumption of cons tan t epilimnic and hypolimnic 

volumes. Because of thermocline migrat ion, these volumes actual ly 

vary with season and could possibly be influenced by some of the 

condi t ions specified by the various cases in Section 4 . 7 . Realism 

could be enhanced by incorporating another s t a t e va r i ab l e which would 

permit simulation of thermocline migra t ion . This would involve a 

modification of the exchange function (*",,»» but mechanical energy 

balance considerations would s t i l l app ly . Because t h e r e l a t i v e changes 

in volume could have subs t an t i a l e f f e c t s on the dynamics of non-conser­

va t ive components ( in p a r t i c u l a r , a l g a l growth r a t e s ) , t h i s element of 

rea l ism should probably be added to t h e model before expanding i t to 

permit d i r e c t simulation of water q u a l i t y components. 

4 .7 .2 Data Adequacy 

Generally, two types of data have been employed above to serve 

two purposes: de f in i t i on of system condit ions and d e f i n i t i o n of 

boundary condi t ions . The adequacy of the former as a bas i s for 

parameter estimation i s indicated by t h e r e l a t i ve ly small contribu­

t i o n s of parameter var iance to t o t a l model p red ic t ion variance, as 

noted in Section 4.6.3.The adequacy of the boundary condit ion data i s 

more d i f f i c u l t to a s s e s s . Much of t h e au to-cor re la t ion and pe r iod i c i t y 

in t h e res idua ls has been a t t r i b u t e d t o concomittant e r ro r s in the 

spec i f i ca t ion of meteorologic or hydrologic boundary conditions (e.g.^ 



4.7.2 Data Adequacy (continued) 

• solar radiat ion) . These residual properties have been shown t o 

introduce uncertainty into the estimates of the parameter covariance 

matrix and confidence region. Residual standard errors can actual ly 

be attributed to three components: measurement error, model error, 

and independent variable error. An assessment of these components 

i s not possible without independent evidence. The primary concern 

over the potential e f fec t s of independent variable error i s that consis­

tent errors or biases in these data may have given rise to biases in 

the parameter estimates. Such biases, in turn, may have influenced the 

policy recommendations derived from model applications. I t would be 

d i f f i c u l t i f not imposible to make the analysis robust to such errors. 

4.7.3 Methods Adequacy 

This work has provided a part ia l basis for assessment of the values and 

l imitat ions of Bard's parameter estimation algorithms in modelling studies 

of th i s type. A number of mor!*.fications and additions to these algorithms 

have been made, speci f ica l ly to permit : (1) mapping of objective function 

values and residual sums of squares for specif ied parameter values; (2) use 

of Runge-Kutta integration; (3) computation of derivatives of the objective 

function with respect to the parameter values using f inite-difference methods 

(4) estimation of the l imi t s of the parameter confidence region. These 

additions have enhanced the f l e x i b i l i t y of the parameter estimation program, 

which has demonstrated reasonable potential . 

The methods have been employed to estimate optimal sets of parameters 
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4.7.3 Methods Adequacy (continued) 

for each year individually and for a l l years combined. In the yearly exercises, 

in which two parameters were estimated, convergence was achieved using the 

Gauss-Newton maximization algorithm in from 3 to 7 interations (derivative 

evaluations), 8 to 19 objective function evaluations, or from 15 to 33 

equivalent function evaluations. When a l l data were combined and four para­

meters were estimated, convergence was reached in 7 i te ra t ions , 16 objective 

function evaluations, or 44 equivalent function evaluations. The numbers 
'"! 33 
of i terat ions are typical of those required in nonlinear estimation problems . 
The use of finite-difference methods, as opposed to sensi t ivi ty equations, 

for computation of derivatives does not appear to have impaired convergence 

r a t e s . In these problems, the objective functions and parameter values 

changed fairly rapidly over the f i r s t one or two i terat ions and rapidly ap.-

proached assymptotic values as the solutions were approached. 

Most of the cost of estimating the parameters i s at tr ibuted to numeri­

ca l integration of one set of s tate variable equations throughout the time 

period for each equivalent function evaluation required. As noted above, 

such costs could become prohibitive as the level of temporal and spatial 

resolution in the model increases. The algorithms appear to be most pracv 

t i c a l for use with aggregated models. If high resolution is not required, 

the use of aggregated models offers an additional advantage in that i t would 

en ta i l the aggregation of observations, which would also serve to remove 

some of the measurement error. This, in turn, could improve convergence 

ra t e s by rendering the solution a more well-defined region in parameter space. 
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4.7.3 Methods Adequacy (continued) 

One of the most important benefits derived from use of the algorithms 

is that both the first and second moments of the parameters can be estimated. 

These can provide a basis for estimation of the confidence region and for 

use of parameter stability criteria for model verification. The parameter 

and residual covariance matrices can also be used to estimate the covariance 

matrix of model predictions. Comparisons of parametric and residual variance 

components can lead to an assessment of the adequacy of the amount of data 

employed for parameter estimation purposes. Generally, because of nonlinearity 
i 

in the model and serial dependence and non-normality in the residuals, the 

estimates of the residual and parametric covariance matrices are only approx-

imate'. For simple models, better estimates could be obtained using Monte-

Carlo techniques« 

Applications of the parameter estimation algorithms should be restricted ' 

to cases in which the independent or forcing variables are well-known. Biases 

in these variables could lead to biases in parameter estimates, a distorted 

picture of system dynamics, and biases in model predictions and policy recom-
i 
i 

mendations. In such situation, prior parameter estimates, based upon inde­

pendent experimental evidence might be employed, if available. Alternately, 

the unknown boundary conditions could be treated as unknown parameters and 
estimated along with the unknown system parameters, provided that the dimen-

* 
sions of the problem do not become excessive. Although not exercised above, 

•"Excessive" would probably be defined by economic constraints. As distri­
buted, the Bard program can handle up to 20 unknown parameters. By increasing 
the sizes of the appropriate dimension statements, this upper limit could 
be increased. The feasibility of estimating more than four parameters simul­
taneously has not been demonstrated here. Generally, convergence problems 
might be encountered as the number of estimated parameters increases if 
some or all of the parameters are highly correlated with each other. 2 



4.7.3 Methods Adequacy (continued) 

the option to include the effects of prior distributions of parameter esti­

mates on the objective function would seem potentially useful. In such a 

case, the optimal parameter estimates would be based upon information obtained 

both from the system under study and from independent evidence obtained 

from experiments or from other natural systems. The information content 

of the prior parameter distributions could improve the convergence properties 

of the algorithms, which could be particularly effective when the size of 

the unknown parameter vector is large. 

In approaching parameter estimation problems of this type, prelimi­

nary studies should involve mapping of objective function and residual 

sums of squares for observed variables over feasible regions of parameter 

space. This can provide a feeling for the general location of the solution 

and for the shape of the response surface, including the locations of any 

local optima. Comparing the residual sums of squares for various dependent 

variables can also be useful as a means of detecting independent variable 

errors or model inadequacies. If such errors or inadequacies are not 

significant, and if there are no biases in the measurements, minimal sums 

of squares for all predicted variable residuals should all be located in 

approximately the same region of parameter space. This type of preliminary 

analysis can also provide reasonable initial guesses for implementation 

of the formal parameter estimation routine. 



4.7.4 Implications for Outfall Design 

Model simulations indicate that the mode of discharge of the combined 

minicipal/industrial effluent could have relatively dramatic effects on 

the degrees of vertical mixing in Onondaga Lake. Discharge into the hypo-

limnion would apparently result in permanent stratification under the hydro-

logic and meteorologic conditions in the 1968 to 1974 period. At the other 

extreme, simulations indicate that discharge into the epilimnion with an 

infinite initial dilution ratio would minimize the impact of the industrial 

salt loading and induce a mixing regime substantially more vigorous than 

currently exists and not much different from what would exist if the un­

natural salt discharge were eliminated. As discussed in Section 4.7, the 

path between these two limiting cases as a function of initial dilution 

ratio is uncertain because it depends upon the value of a parameter (a..) 

which cannot be estimated a_ priori without a more detailed study of the 

hydrodynamics of the outfall site. Simulations with a dilution ratio of 16 

and a conservative value of 1.0 for a_- (Case 12), are not greatly different 

from simulations with an infinite initial dilution ratio (Case 13). If 

allowance for this conservatism • is made, it would appear that discharge 

into the epilimnion at a dilution ratio of 16 or greater would likely be 

equivalent to infinite intial dilution#in that it would essentially destroy 

the driving force for sinking of the effluent into the hypolimnion. It 

is unclear whether the current plan to discharge through a shoreline, 

surface outfall would achieve this level of initial dilution. A ratio 

of 16 would not be particularly difficult to achieve if an off-shore 

diffuser were employed. 
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Decreases in density gradients over the course of the 1968-1974 period 

have been attributed to : (1) clitnatologic variations (possibly including 

(a) warmer winters in 1973-74, (b) higher wind speeds in spring of 1974, and 

(c) residual effects of the high flows experienced during Hurricane Agnes 

in June of 1972 ) and (2) the increased frequency of cooling water withdrawal 

from the hypolimnion by Allied Chemical in later years. Some of the water 

quality improvements observed over this period may have been partial responses 

to enhanced mixing rates. These include increased hypolimnic dissolved oxy­

gen levels and reduced dominance of blue-green algae. 

These observations suggest that future water quality could be sensitive 

to the design of the Metro STP outfall. If the outfall were designed to 

achieve a high rate of initial dilution of the effluent in ambient epilimnic 

waters, resultant enhanced mixing could improve hypolimnic oxygen levels. Based 

upon the analysis of Chapter 3, it could also result in somewhat higher 

transparencies and a less favorable environment for the growth of blue-

green algae. Specfie water quality impacts could be more thoroughly in­

vestigated with an expanded model. Increasing the intitial dilution ratio 

would serve other purposes by reducing the impact of the effluent in the 

immediate discharge zone and possibly abating aesthetic problems by reducing 

the driving force for rapid precipitation of calcium carbonate, as discussed 

in Section 4.1. .. If economics are considered, it would appear that the 

flexibility and relative inexpense of the current plan for a surface, shore­

line outfall are attractive, should this alternative prove unacceptable 

from a lake mixing or aesthetic viewpoint, the analysis here indicates that 
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an extended outfall should provide for dilution of the effluent in the 

epilimnion, if permanent density stratification is to be avoided. 

Advective mixing provided by cooling water withdrawal, from the hypolimnion 

and discharge to the epilimnion is significant compared with wind-induced 

mixing rates during midsummer seasons. Continued use of hypolimnic waters 

by Allied Chemical would result in a variety of environmental and economic 

impacts. Allied chlorinates its cooling water to minimize the impact of 

7 
reducing compounds on its equipment . Enhanced dissolved oxygen levels in 

the influent water would lower chlorine demand costs, while simultaneously 

permitting constant use of hypolimnic waters, the lower temperatures of 

which would reduce volume requirements and associated pumping costs. If 

advective flows into the hypolimnion due to density currents are eliminated 

(e.g., Case 13), withdrawal from the hypolimnion may result in a lower 

average thermocline level, a result not derivable directly from the model 

because of its constant volume constraints. Allied's withdrawal rate is 

about sufficient to lower the thermocline from 6 meters (approximate spring­

time level) to about 10 meters in a 120-day period. Coupled with normal 

wind-induced thermocline migration, this may cause the hypolimnic volume to 

shrink more rapidly during the summer season than under current condi­

tions, in which the hypolimnion is partially replenished by flow from 

Ninemile Creek. The hypolimnion would likely not be destroyed completely 

due to cooling water withdrawal, because Allied's deep intake ports would 

be exposed to the epilimnion, should the thermocline reach the vicinity 

of the 15-meter level. 
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5.0 OVERVIEW 

The previous chapters have demonstrated the use of a variety of 

quantitative techniques for assessments of lake water quality problems. 

These techniques have been generally characterized in Chapter 1. Rather 

than reiterate here the specific conclusions already expressed at the 

end of each chapter, it would be of value to summarize what has been 

learned about the potential roles and limitations of these methods and 

approaches. 

Preliminary data analyses have been useful in summarizing important 

relationships, both in the cross-sectional studies of Chapter 2 and in 

the spatial and temporal studies of Chapter 3. In Chapter 2, marked 

stratification of all independent and dependent variables with lake 

trophic state was observed. In Chapter 3, a variety of temporal asso­

ciations were evident. For example, the disappearance of blue-green 

algae occurred simultaneously with the reductions in ambient phosphorus 

levels, chromium levels, and density gradients. Lake phosphorus concen­

trations decreased simultaneously or immediately following the implemen­

tation of detergent restrictions, combined sewer maintenance programs, 

and diversion of a raw sewage discharge to primary treatment facilities. 

Because of the general problem of multicollinearity, either in variables 

characterizing different lakes or in events occurring in or around 

Onondaga Lake, data analyses alone have not provided sufficient bases 

for inferences of causation. At a practical level, we have had to 

rely upon independent evidence as a basis for functional understanding 
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of system behavior. The empirical modelling approach of Section 2.5 

would not permit clear separation of the effects of depth and hydraulic 

residence time upon lake phosphorus dynamics. Some more mechanistic 

modelling efforts might be helpful in this regard. It is unclear 

whether current understanding of multi-species algal population dynamics 

would permit us to attribute the apparent disappearance of blue-green 

algae from Onondaga Lake to a specific factor. Thus, preliminary data 

analyses have provided important descriptive information,' but not the 

functional understanding required to predict lake behavior. 

Regression techniques for estimating parameters have been applied 

to linear, nonlinear, and nonlinear/dynamic models. In the last case, 

the use of nonlinear programming algorithms has demonstrated reasonable 

potential, subject to economic constraints on model complexity. The 

variety of assumptions inherent in the use of maximum likelihood criteria 

for parameter estimation have been discussed in Chapter 1. A difficulty 

which has been encountered in Chapter 2 and Chapter 4 modelling efforts 

concerns the possible effects of errors (as bias or variance) in the 

independent variables on the estimates of the parameter vector and of 

the parameter and residual covariance matrices. In Chapter 4, observed 

serial correlation in the residuals was attributed partially to such 

errors. A Monte Carlo approach to this problem would be feasible only 

in relatively simple systems. Alternative methods for obtaining prior 

estimates of such errors are not well-developed. This tends to emphasize 
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the importance of independent variable data as bases for modelling 

efforts. Specification of models, particularly with regard to 

complexity, should not be done without considering the quality and 

quantity of available independent variable data. The same comments 

apply to the importance of parameter estimates which are derived 

exclusively from prior information. 

As a corollary to this, assessments of lake water quality problems 

can be particularly dependent upon estimates of the quantities of 

materials entering the lake from various sources. Thus, mass flux 

boundary conditions represent an important type of independent variable 

in these analyses. If a key component is identified (e.g., phosphorus), 

in many instances, management policy recommendations can be based upon 

accurate estimation and comparison of the various problem sources, 

without use of a particular lake model, other than the assumption that 

the particular component is controlling lake water quality. In other 

cases, lake models may be required to estimate the degree of source 

control necessary to achieve specific water quality objectives. The 

estimation and verification of such models depend upon the accuracy 

of source estimates. Thus, the state-of-the-art of source models, as 

discussed in Section 2.3, suggests the importance of source monitoring, 

as well as lake monitoring, in providing an analytical basis. 

Error analyses have been useful in assessing model and data 
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adequacies and in providing bases for model predictions on probabilistic 

terms. In Section 1.5, prediction errors were described as consisting 

of three basic components: parameter error, independent variable error, 

and residual error. The last was further dissected into model and 

measurement error components. In applications, it has been difficult 

to obtain complete separation of these components. For example, if it 

is estimated by comparing model predictions with system observations, 

residual error actually contains an independent variable error component. 

Prior estimates of errors in independent variables and in specified 

parameters are usually difficult to obtain with much accuracy. Posterior 

estimates of the parameter covariance matrix are likewise approximate in 

the case of a nonlinear model, particularly if the residuals are auto-

correlated. It must also be considered that the error equation (1.5-2) 

is based upon a first-order approximation. Thus, three factors suggest 

the approximate nature of error analyses, particularly in cases of com­

plex models: (1) smearing of error components; (2) the approximate 

natures of the parameter, independent variable, and residual covariance 

matrix estimates; (3) first-order truncation of the fundamental equation. 

Despite these factors, comparisons of error sources can still yield 

useful information for assessing model and data adequacies, because, 

as demonstrated in Sections 2.5.3 and 4.6.3, the terms of the total 

error equation often differ by orders of magnitude. The approximate 

nature of the total error estimate for a given model prediction suggests 
i 

that this1second moment should not be relied upon too heavily as a basis 
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for p r o b a b i l i s t i c pro jec t ions and r a t i o n a l des igns , p a r t i c u l a r l y i f a 

r e l a t i v e l y complex model i s employed. 

Generality i s a key model a t t r i b u t e . In o rder t o be applied 

proper ly in addressing specif ic management problems i n specif ic n a t u r a l 

systems, models should be general enough to be v a l i d both under p re sen t 

and projected s t a t e s of the systems. Parameter s t a b i l i t y c r i t e r i a have 

been employed in Chapters 2 and 4 as p a r t i a l bases for assessments of 

model genera l i ty . The parameters of the phosphorus re tent ion model 

developed in Chapter 2 were shown t o be s tab le ac ross lake t rophic 

s t a t e s . While t h i s model was apparent ly general enough t o give unbiased 

p red ic t ions in d i f f e r e n t types of l akes , i t s v a l i d i t y for simulating 

behavior of s ing le lake in time was not subs tan t i a t ed . In Chapter 4 , 

two pr inc ipa l parameters of the v e r t i c a l s t r a t i f i c a t i o n model were 

found to be reasonably s tab le when estimated independently, based upon 

da ta from separa te years . However, the model was applied to p r e d i c t 

lake behavior under conditions of s a l t disposal which were subs t an t i a l l y 

d i f f e r en t from those under which est imation took p l a c e . The t h e o r e t i c a l 

b a s i s of the model was r e l i e d upon t o permit i t s use in ext rapola t ing 

o r project ing system behavior beyond previously observed s t a t e s . Demon­

s t r a t i o n tha t the same model and parameter es t imates could successful ly 

simulate behavior of a d i f fe ren t lake would have provided stronger 

evidence for model general i ty and fur ther j u s t i f i c a t i o n for i t s use in 

a projec t ive mode. 
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The qualified successes of empirical approaches have shown that 

average water quality conditions in a cross-section of lakes in the 

same geographical region can be associated with such factors as 

phosphorus loading, mean depth, and hydraulic residerce time. However, 

the accuracy and validity of these models for use in predicting response 

of a given lake to changes in the associated factors have yet to be 

adequately determined. As discussed in Sections 2.4.2 and 2.6, theore­

tical ecosystem models have not as yet demonstrated wide generality for 

use in eutrophication assessments, as evidenced by apparent variations 

in parameter values appropriate for simulating different lake ecosystems. 

This suggests inadequacies in the data and/or models and indicates that 

our ability to project the detailed behavior of a given lake ecosystem 

much beyond previously observed states is still rather limited. 

Based upon the weaknesses inherent in these analyses, it would 

seem that modelling efforts should strive to demonstrate generality 

both among lakes and along temporal dimensions within lakes. This 

suggests that time series data from more than one lake should serve 

as a basis for model estimation and verification. The success of such 

an approach would depend upon the availability of adequate data and 

upon the feasibility of expressing essential functional relationships 

in concise terms, based upon current understanding of lake ecosystems. 

Applied to key parameters, the estimation techniques demonstrated above 

would partially eliminate the necessity of having to use parameter 
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values derived from laboratory experiments, the results of which are often 

of limited validity under field conditions. The stability of optimal 

parameter estimates along temporal dimensions and among lakes could be 

used as a partial basis for assessment of model generality. Demonstra­

tion of parameter stability would help to insure that the estimation step 

has been more than a curve-fitting exercise and that important functional 

aspects of system behavior have been captured. Comparisons of optimal 

parameter estimates with ranges of values found in the literature or 

measured experimentally could provide further evidence. However, it is 

re-remphasized that demonstration of parameter stability or satisfaction 

of any criterion for model "verification" in these non-experimental situ­

ations would not establish model validity, but only test whether that 

validity could be rejected. Thus, application of a rigorous battery of 

tests would reduce the dependence of model evaluation upon subjective 

judgment, but could not eliminate it entirely. 
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APPENDIX B - GRID Displays of Onondaga Lake Water Quality Data 
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APPENDIX C - Line Plots of Volume-Averaged Onondaga Lake Water Quality Data 
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P l o t s of Monthly-Average Meteorologic and Hydrologic Data Used a s Boundar 
APPENDIX E - i n Simulat ing V e r t i c a l Mixing i n Onondaga Take 
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