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THESIS ABSTRACT
"Some Analytical Methods Applied to Lake Water Quality Problems"

William W. Walker, Jr.

A varietf,r of analytical methods are demonstrated and evaluated in the
context of assessing lake water quality problems. The techniques are drawn .
from the general areas of exploratory data analysls, parameter estimation,
sensitivity analyeis, and error analysis, Both empirical and theoretical
approaches are taken in examining and modelling the behavior of a cross-sec-
tion of lakes, as well as the behavior of a single lake in temporal and spa-
tial domains. Proper use of these techniques is suggested as a means of im-
proving efficiencies and assessing inaccuracies in converting scientific
principles and observed data into environmental impact projections and man-
agement strategy designs.

Data characterizing the phosphorus balances, morphology, &and hydrology
of 105 northern temperate lakes provide a basis for demonstrating empirical
approaches. Using nonlinear regression techniques, a two-parameter model
for the phosphorus retention coefficlent is shown to have stable parameter
values, but increasing standard errors of estimate across the ¢ligotrophie,
mesotrophic, and eutrophic states. B&An error analysis estimates the indepen=~
dent variable, parameter, and mcdel error components of retantion coefficlent
.and lake phosphorus concentration predictions. Stepwise discriminant and
principal component analyses are employed to develop a model for estimating
lake trophic state, expressed in probabilistic terms, from uncertain esti-
mates of phosphorus loading, mean depth, and hydraulic residence time. The
implications for the design of monitoring programs to provide data for use
of these models are discusged. The limitations of the models are assessed
in relation to wvarious characteristics of the data base upon which they are
developed.

Extensive water quality data from Onondaga Lake, New York, and its trib-
utaries provide a basis for demonstrating the roles of and methods for explo-
ratory data analysils in preliminary assessments. Theoretical approaches are
taken in developing a model for vertical stratification in the lake. The
model 1s estimated using nonlinear programming algorithms for locating maxi-
mum likelihood estimates of parameters in dynamic systems.™ The stability
of optimal parameter estimates under differsnt hydrologic and meteoroleogic
conditions is demonstrated using data from different years of the survey.
Error and sensitivity analyses are performed in applying ths model to assess
the effects of an outfall design on vertical mixing in the lake.

Also discussed are the potential roles of the methods demonstrated in
addresselng some of the problems and deficiencles which have been character-
istic of efforts at modelling natural systems, specifically including: para-
meter estimatlion problems {(particularly in dynamic models); imbalances with
regard to model complexity and data availabllity; misuse of model projections,
as related to the scarcity of attempts to estimate confidence limits and to
quantify errcr sources; misuse of models, as related to misinterpretations
of "verification" tests and results. Control of these types of problems is
characterized as being more difficult in systems where relatively complex
modele must be employed and where the quality and guantity of independent
variable data are relatively low. The stability of optimal parameter esti-
mates across lakes and along temporal dimensions within lakes 1s suggested
as an effective indicator of model generality and a useful criterion for mod-
el verification.




PREFACE

our civilization is such that environmental guality objectives often
apparently conflict with other short- and long-term intereasts and require-
ments. We cannot express the costs and benefits of enviropmental quality
management on the same scales and rely upen our political process to welgh
and compare them in selecting, in theory, the best options for society as
a whole, In contributing to this progess, the scientific and engineering
community has assumed responsibillities to assess the cultural impacts upon
the environment and to suggest specific, feasible alternatives for achlev-
ing guality standards. These efforts require functional representations
of natural systems, or "models" which transcend the descriptive analyses

historically charactaristic of environmental studies.

If the environmental modelling community Were assembled along a gradi-
ent of empiricism, the extreme left might be found performing stepwise lin-
ear regresslons, without much regard for physics, chem:l.sl:rf, or biology,
and the extreme right, integrating hundreds of simultaneous differential
equations, without much regard for observed data. At an inquisition, the
left could be accused of curve-fitting and proposing models with limited
realism and generality, and the right, of being narrow-minded and ignoring
the truth in the data. Most of the community would attempt to use both
data and theory as bases for developing medels. For analysis of most envi-
ronmental systems, efficiency would be maximized somewhere in the middle,

as determined by quantity and quality of data and by extent and validity
of sclentific theory. However, the middle is also an area with many pit-

fa.lls, not the least hazardous of which 1s to acgept correlation as suf-
ficient procf of causation.

At its conception during undexgraduate years, my approach to environ-
mental modelling was, I suppose, somewhere to the right of the middle, a
position attributed chiefly to a background in physical science. Experience
in the Environmental Systems Program at Harvard has developed my ablility
to move to the left, according to the needs of a particular problem. Hope-
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fully, it has also increased my awareness of the many pitfalls in this
area. Interactions with faculty and students working on problems that
wore, for the most part, quite different from my own provided exposure

to analytical technigues and approaches which were generally new to me,
but which seenmed promising as ‘means of fortifying my own approaches. Iden-
tifying those techniques which were both valid apd useful for application
to the types of problems of my concern was a difficult and frustrating
educational exercise, alded considerably by conversations with faculty
members and fellow students.

The guidance of Professor Joseph J. ’Harrington hag been invaluable,
Based upon hig experience with a wide variety of techniques and upon his
general grasp of the environmental field, he has provided many stimulating
suggestions and thoughtful responses. His proposal that my thesis focus
on the concept of technique rather than on a particular theory or model
eventually eliminated much doubt and confusion as to possible directions
for my i;raduate studies. His demonstrations of faith and patience have
earned him my life-long gratitude and respect.

Professor Harrington's gp:l.dance has been more-than-adequately supple-
mehted by the comments and suggestions of Professors Ralph Mitchell, Fred-
erick E. Smith, and Harold A. Thomas, Jr. The time, interest, and insights
of these gentiemen are gratefully acknowledged.

The opportunity to exchange ideas with fellow students in the program
has been a valuable aspect of my graduate experience. BAssoclations with
Kenneth H. Reckhow, who shares an interest and involvement in lake water
quality problems, have been particularly meaningful.

Extensive data from Onondaga Lake, New York, have provided an excel-
lent basis for many of the analytic effoxrts in the thesis. The Onondaga
County program is one of the most intensive monitoring efforts ever under-
taken in and around a lake of this aize. I salute the County for its en-
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deavors and hope that proper use of the data they have gathered will some-
day contribute to improveménts in the lake's unfortunate condition. The
following people have been especially helpful in providing information and
insight relative to Onondaga Lake and its environs : Dr. Cornelius B. Mur-
phy, Jr. and Mr. Gregqg Welter (0'Brien and Gere, Engineers); Mx. Randy R.
Ott and Mr. Donald Iawler {Onondaga County Department of Drainage and Sani-
tation}; Mr. William Embree, Mr. Kenneth Darmer, and Mr. Al Randal (U.S.
Geclogleal Suxvey); Dr. Jay Bloomfield (Mew York State Department of Envi-
ronmental Conservation); Hr.‘.James Rooney (U.S. E.P.A., Region II); Mx.
Richard Clough {(Allied Chemical Ceorporation). Their interest and coopera-
tion are gratefully acknowledged.

I am grateful to the National Science Foundation for its financial
support of these efforts.

The moral and clerical support of Ms, Martha J. Ploetz have been
an essential factor in the draft and final preparation of this volume.

Finally, I would like to dedicate this work to my parents.
William W. Walker, Jr.

Harvard University
February 1977




TABLE OF CONTENTS

LIST OF FIGURES

LIST OF TABLES

SYNOPSIS

1.0 INTRODUCTION

Cbjectives

Causation and Correlation

Types of Models

Model Specification, Estimation, and
Verification

Model BApplications

Introduction to Illustrations in Subsequent
Chapters

References

2.0 METHODS FOR ASSESSMENT OF LAKE WATER QUALITY
PROBLEMS

[ SIS N )
.
Wt -

2.4

2.5

2.6

Intyoduction

Lake Classification

Nutrlent Balance Rationale

2.3.1 Factors Influencing Nutrient Sources
2.3.2 BEBstimation Methods

2.3.3 Monitoring Program Dasign
+3.4 Interpretation Problems
Review of Lake Models

.1 Empirical Models

2 Theoretical Models

yais of Empirical Approaches

1 ILake Data Base Description
2 Phosphorus Retention Models
3 Error Analysis '

.4 Trophic State Prediction

5

6

7

B NP R
.

g

Discussion of Misclassified Lakes
Application Strategies

Implications for Monitoring Program
Deg ig’,a

2.5.8 Surmary

2.5.9 Suggestions for Future Work
General Commente and Conclusions

SR L SR C LR K]
.

References /

o

viiil
xiii

xvi

1-7
1-20

1-27

1-29

2-1
2-2
2-14
2~16
2-24
2-35
2-46
2=-53
2-54
2-62
2-78
2=79
2=91
2=-107
2~134
2-157
2-162

2-179
2-188
2=193
2-~196

2-202




TABLE OF CONTENTS {continued)

3.0 EXPLORATORY ANALYSIS OF ONONDAGA LAKE WATER
QUALITY DATA

4.0

3.1

3.3

3.4

3.5

3.6

Introduction _

3.1.1 General Description

3.1.2 Water Quality Issues

3.1.3 Plans for Pollution Abatement

.1.4 Scopa of Chapter

ata Base .

.2.1 Lake and Tributary Water Quality

.2,2 Matro Sewage Treatment Plant Operating
Data

.2.3 Hydrology

.4 Mateorology

:.ngw W wtw

W
-
N Wwwiwwr

1l t-Tests for Horizontal Mixing
2 GRID Displays
3 Line Plots
4 Mass Balances
ults and Discussion
1l
2
3
4

et L
*

8

Horizontal Mixing

Vertical Mixing

Phytoplankton and Nutrients
Dissclved Oxygen

.53 Masa Balances

Eutrophication Assessment

3.5,1 Phosphorus as a Contrelling Factor
3.5.2 Light as a Controlling Factor
Concluslons

-

Wi w W
-

[ - N
L

References

A MODEL POR VERTICAL STRATIFPICATION IN ONONDAGA

LAKE

4.1
4.2

4.4

Objectives — The Outfall Design Issue
Raview of Lake Vertical Stratification Models
4,2,1 Mass Transport Models
4,.2,2 Mechanical Energy Balance Models
4.2.3 sStatistical Studies
Model Development
1l sSystem pefinition
Forcing Functions
3 System Functieons
4.3.4 Parameter Values

- Implementation

3~1
3-1
3-4
3~6
3-10
3-11
3-11

3=-17
3~19
3=-24
3-26
3-26
3-27
3-28
3-33
=37
3-37
3-40
3~53
3=-60
3-65
3-78
3-78
3-84
3-96

3-100

4-1

4-7

4-8

4-11
4-20
4-28
4-32
4-36
4-41
4=-46
4-48

vi




TABLE CF CONTENTS (continued)

4.5

4.6

4.7

:hbb !‘-‘b-h-b-b-h-h

- -
L

L] *

5

g..

-

ddﬂ:-lgﬂ\ﬂ\ﬂ\

- L]

5
5
5.
5
5
5

rameter BEstimatien

Methods
Implementation
Lake Data
Results

Analysis of Residuala
Application

Sensitivity Analysis

Case Simulations

Error Analysis
usions and Recommendations

Model Adequacy

Data Adequacy

Methods Adecuacy

Implications for Outfall Design

[l - B E B S P SR

L] -
W N

=]

.
B Wk

References

5.0 OVERVIEW

APPENDIX A

APPENDIX B

APPENDIX T

APPENDIX D

APPENDIX E

Results of t-Tests for Horizontal Mixing
in Cnondaga Lake

GRID Displays of Onondaga Lake Water
Quality Data

Line Plots of Volume-Averaged Onondaga
Lake Water Quality Data

Mass Balances on Onondaga Lake

Plots of Monthly-Average Meteorologic
and Hydrologic Data Used as Boundary
Conditions in Simulating Vertical Mixing
in Omondaga Lake

Intarpretation of Parameter Estimates

4-53
4-53
4-60
4-63
4-65
4-786
4-81
4-99
4-99
4-110
4-127

4-133:

4-132
4-136
4-137
4-141

4-144

5-1

A-4

A-12

A-19

A-30

vii




-

LIST OF FIGURES

1.4-1

2.2-1

2.3"1

2.4-1

2.4"’2

2,4-3

2.4-4

2,4-5

2.4-6

20 5-1

2.5-2
2. 5"‘3

2,.5-4

2,5-5

20 5—6

2,5=7

2,.5-8

2.5-9

Stages in Model Development

Dynamic Lake Classification According to Uttormark
and Wall

Relationship Between Effective and Actual Sample Sizes
in Calculating a Mean Generated by a Lag One Markov
Procesas

Vollenwelder's FPirst Model for Predicting Lake Trophic
State

Vollenwelder's Second Model for Predicting Lake Trophic
State

Dillon's Model for Predicting Lake Trophic State

Biological and Chemical Eystems Diagram for Lake
Oontario Model

Control Pathways in the Lower Charles River Model

Effect of Mixed Depth upen Piomase Potential According
to Lorenzen and Mitchell

Normal Probability Plot of Retention Coefficient
Residuals

Observed and Estimated Phosphorus Retentlon Coefficients
Observed and Estimated Phosphorus Outlet Concentrations

bependence of First-Order Phosphorus Sedimentation Coef-
ficient on Hydraulic Residence Time

Cutlet Conccentration Residual Variance for Various
Resldence Time Intervals

Estimated Model and Measurement Error Components of
Outlet Concentration Residuals

Estimated Model and Measurement Error Components of
Retention Coefficient Residuals

Variance Components of Retention Coefficient Predictions
Detectability of Mocdel Errors in Estimating the Retentioén

Coefficient as a Function of Residence Time and Model to
Measurement Exror Variamce Ratio

2-96

2-96

2-100

2-111

2-113

2-113

2-118

2-122

vili




LIST OF FIGURES {continued)

2.5~10

2.5-11

2.5-12

2.5-13

2.5-14

2.5-15

2.5~16

2.5-17

2.5-18

2.5-19

2.5-20

2,5-21

2.5=-22

2 . 5-23

3.1-1

3.1-2

3.2-1

variance Components of Qutlet Phosphorus Concountration
Predictions

Relationship Between Mean Summer Chlorophyll a and
Total Phosphorus Concentration at Spring Overturn
According to Dillon and Rigler

Variance Components of Mean Summer Chlerophyll a
Predictions

Lake Classification According to Vollenweider's
First Model

lLake Classification According te Vollenwelder's
Second Model

Lake Classificetion According to Dillon's Model
with Observed Retention CoefFficlents

Lake Classificstion According to Dilleon's Medel
with Estimated Retention Coefficlents '

Lake Classification According to Model Derived from
Stepwise Discriminant Analysis on COEST vs. L Axes

Lake Classification According to Model Darived from
Stepwise Discriminant Analysis on L va. QS/(1-RE) Axes

Trophic State Probabllities Versus Canonical Variable X

Lines of Constant Eutrophic Probability on L vs.
RS/{1-RE)} Axes .

Lines of Constant Oligotrophie Probability on I, vs.
QSs/(1-RE} Axes

Contour Plots of Trophic State Probabllities vs. X and
Coefficlent of Variation of X for Normal and Lognormal
Error Distributions

coefficient of Variation of Mean Phosphorus Flux Estimate -

Against Sample Sizs for Varicus Statlons in the Cross-~
Florida Barge Canal Study

Onondaga Lake
Onondaga Lake/Watershed

Monthly Water Balance

2128

2=132

2~150

2-150

2~151

2-151

2=-155

2-155

2-164

2-165

2-165

2-177

2-182

3-3

3-23

Tl




LIST QF PIGURES ({continued)

3.3~1
3.4-1
3.4-2
3.4-3
3.4-4
3.4=5
3.4-6
3.4-7
3.4-8
3,4-9
3.4-10
3.4-11

3.4-12
3.4-13
305-1
3.5=2
4,.2-1

4.2-2

402"3
4.2-4

4.2-5

Surface Area and Volume vs. Depth

Density

Density Gradient

Line Plots of Te;nperature and Chloride Gradients
Chemical and Thermal Components of Total Density Gradient
Buoyant Potential Energy Deficit

Line Plot - Chlorophyll

Line Plot ~ Total Inorganic Phosphorus

Line Plot = Ortho=-Phosphorus

Phytoplankton and Zooplankton Populations
Dissolved Oxygen, Percent of Saturation

Line. Plots ~ DO, DO/DOBat, Do __. -DO

sat
Dissolved Oxygen, Percent of Saturation, and Density

Gradient

Relationships Among Phytoplankton Standing Crop, Gross
Photosynthesis, and Photosynthetic Efficiency for Onondaga
Lake Compared with Results of Brylinsky and Mann

Onondaga Lake :rransparency Measurements

Light~ and Nutrient-Limited Biomass under Various
Conditions

Entrainment Ratio Versus Richardson Number - Experimental
Data of Kato and Phillips

Mechanical Energetics of Entrainment

Mechanical and Thermal Energy Transformations in a Lake
According to Stefan and Ford

Plot of Blanton's Data on Entrainment Rate vs. Stability
for Temperata Lakes

Blanton's Data on Entrainment Rate Versus Mean Depth

Page
3-30
3-43
3-43
3-47
3-48
3-51
3-54
3-55
3-56
3-58
3~62

3-64
3-66
3-74
3~-88
3-90

4-15

4-17
4-19

4-23

4-25




LIST OP FIGURES (continued)

4.2-6

4,3-1

4,3-2

4.4--1
4,5-1

4,5-2

4.5=3
4.5-4
4.5-5
4.5-6
4.5-7
4.5-8
4,5=-9
4.5-10
4.5-11
4.5~12
4,5~13
4.6-1
4.6-2
4.6-3

4.6-4

4.6-5

Snodgrass's Data on Vertical Transport Coefficient vs.
Mean Depth

System Diagram for the Onondaga Lake Vertical Stratifi-
cation Model

Control Pathways in the Onondaga Lake Vertical Strati-
fication Madel

Schematic of Model Subroutines
Schematic of Model and Parameter Estimation Subroutines

approximate 95% Confidence Regions for Estimates of
Parameters a,, and a 2 Obtalned for Various Years

14 2
Observed(*) and Estimated{-) Temperatures Versus Time
Observed(*} and Estimated(-) Chlorides Versus Time
Observed(*} and Estimated(-} Densities Versgus Time
Temperature Rasiduals Versus Time
Chloride Residuals Versus Time
Dansity Residuals Versus Time
Observations Versus Predictions
Hiétograms of Residuals
Normal Probability Plots of Reslduals
Mean Residuals Versus Time of Year
Mean Residuals Versus Year
Temperature Sensitivity Coefficlients Versus Time
Chloride Sensitivity Coefficients Versus Time

Density Sensitivity Coefficients Versus Time

Simulated Total and Non-Advective Hypolimnic Dilution
Rates

GRID Display of Dissolved Oxygen

4-29

4-30

4-50

4-62

4-75

4-83

4-84

4-85

4-86

4-87

4-88

4-89

4-90

4-91

4-94

4-95

4-101

4=-102

4-103

4-107

4-107




LIST OF FIGUHES {continued)

4.6-6

4.6-7

4.6-8

4.6-9

4.6-10
4.6~11
4.6=-12

4.6~13

Simulated Mean DPensity Gradients for Varilous Cases

Simulated Maximum Annual Density Gradients for
Various Cases

Simulated Mean Hypolimnic bilution Rates for Various
Cases

Simulated Minfmpum Annual Hypolimnic Dilution Rates
for various Cases

Simulations of Actual 1968-74 Conditions
Simulations of Case 6 Conditions
Simulations of Case 7 Conditions

Simulations of Case 13 Conditions

4-118

4-118

4-119

4-120

4-121

4-122




LIST OP TABLES

2. 2'—1

20 2-2

2.3-1

2.3=2

2.3-3

2,5~1

2,5=2

2.5=3
2.5~4
2. 5-'5

2.5-6

2.5-7

2.5-8
2.5-9
2.5-10
2,5-11

2.5-12

2,5-13

2.5=-14

Principal Characteristics of Oligotrophic, Eutrophie,
and Dystrophic Lakes According to Welch

" Point System for Uttormark and Wall's Lake Condition
" Index

Typical Values of Nutrient Runoff Coefficients for
Various Land Uses According to Uttormark et al,.

Methods of Estimating Nutrlient Fluxes Investigated
in the Cross-Florida Barge Canal Study

Optimal Allacation of Samples Among Tributaries for
Nutrient Balance Estimation

Tabulation of Lake Data

Identification of Variables and Analyses of Variance

Across Trophic Groups

Correlations Among Variables in Analysis
Parameter Egstimates for Phosphorus Retention Model
Comparisons of Phosphorus Retention Models

Histograms of Observed and "Corrected" Pirst-Order
Sedimentation Coefficients for Total Phosphorus

Summary of Distributions and Initial Discriminating
Powers of Variables in Discriminant Analysis

Discriminant Analysis - Vollenweider's First Model
Discriminant Analysis - Vollenwelder's Second Model

Discriminant Analysis - Dillon's HModel

Discriminant Analysis - Stepwise

Discriminant Analysis - Canonical Variable Derived
from Stepwise Analysis

Summary of Statistics Characterizing Discriminant
Analyses

Comparisons of Model Performance in Classifying 105
Lakes

2-10

2-19

2-29

2-18

2-80

2-83

2-89

2-94

2-98

2=-99

2-136

2-140

2=-140

2=-142

2-142

2-146

2-147

2=149




o

LIST OF TABLES {continued)

2,515

2.5-16

2,5-17

2.5~18

2,5=19

2.5=-20

2.5-21

2.5-22

3.2-1

3.2-2

3.2-3

3.2-4

3.2-5
3.2-6
3.4-1

3.4~2

3.4-3
3.4-4

3.4—5

Misclassified Lakes

First-0Order Error Analysis for Estimates of Canonical
Variable X

Eutrophic Probabilities for Normal Brror Distribution
of X )

Eutrophic Probabilities for Lognormal Error Distribution

of X

Oligotrophic Probabilitias for Normal Error Distribution

of X

Oligotrophic Probabilities for Lognormel Error Distri-
bution of X

Effect of Uncertainty in X on Raticnal Design Values
for Lognormally Distribmted Errors

Effect of Uncertainty in X on Rational Design Values
for Normally Distributed Errors

oOnondaga Lake Survey - Numbers of Samples by Station
and Year

Onondaga Lake Survey - Components Monitored

Avallability of Flow Data for Cnondaga Lake Hydrologic
Balance

Regression Models Used to Estimate Missing Flow Obser-
vations

Onondaga Lake Water Balance
Summary of Meteorolegic Data : 1968~74
Summary of Results of t-Tests for Horlzontal Mixing

Summary of Mid-summer Vertical Stratification Patterns
in Onondaga Lake, by Component

Mass Balances - Onondaga lLake
Onondaga Lake -~ Ultimate Oxygen Demand Balance

onondaga Lake - Prasent and Projected Ultimate Oxygen
Demand Loadings

xiv

2-173

2~174

2-175

2=-176

2-17%

2=179

3-13

3-16

3-20

3-21
3-22
3-25

3=-38

3-41
3-67

3=-76

3-79



£

LIST OF TABLES (continued)

3. 5"1

4,2-1

4, 3~1
4,3~2
4,3-3
4.3-4
4.4~1
4.5-1

4,5~2

4.5-3

4,5-4
4.5-5
4.5-6
4,6~1
4.6-2

4.6-23

4.7-1

Allowable Phosphorus Loadings for Onondaga Lake
According to Various Models

Bssentlal Aspects of Deep Reservolr Temperature
Models Evaluated by Parker et al.

Water, Heat, and Chloride Fluxes
Porcing Function Definitions
System Function Definitions
Parameter Definitions and Values
Model Subroutines

Parameter Estimation Subroutines

Temperatu're and Chloride Data Used for Parameter
Bstimation

Parameter Estimates and Confidence Regions Based
upon All Data

Characteristics of Temperature and Chloride Residuals
Best Parameter Estimates for Individual Years

Results of Residuals Analysis

Definitions of Cases Studied

Results of Case Simulations

Parameteric and Regidual Variance Components for
Each Case and Predicted Variable

Comparisons of Standard Errors of Estimate for Tem-
perature Predictions in Onondaga Lake with Those
Typlcal of the M.XI.T. Deep Reservoir Model

4-31
4-37
4-42
4-47
4-49

4-61

4-64

4-135




AV L

SYNOPEIS

Our ability to assess the impacts of cultural interventions upon
natural systems provides a partial basis for design of resource management
programs and for policy-making in the midst of othex societal interests.
¥hile, historically, much of enviropmental management has been dictated
by trial and error, we now require more rational methods which facilitate
both the organization of experience at the system level (empirical ap-
proaches} and construction of mechanistic models with projective capabi-~
lities (theoretical approaches). These approaches entail funcotional
understanding which transcends the purely descriptive analyses historically
characteristic of environmental studies. Rational assessments rely upon
" two general information sources: data and scientific principles. This
thesis is intended as a demonstration and evaluvation of some techniques
for synthesizing these ipfomation sources in formulating environmental
impact assessme::nts. A variety of quantitative techniques are demonstrated
arnd evaluated in the context of analyzing lake water quality problems.
Theee techniques are drawn from the general areas of exploratory data
analysie, parameter estimation, sensitivity analysis, and error analysis.
They are appropriate for use at various stages of the analytic process
and are employed in examining the behavior of a cxoss-section of lakes,

ag well as that of a single lake in temporal and spatial domains.

Assesaments of cultural eutrophication problems in lakes are dependent
upon two types of medels: source models and lake models. The factors
driving these systems and thus determining lake response can be classified

as naturally or culturally mediated. The former are uncontrollable, while
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SYNOPSIS (continued)_

the latter often represent decision variables or contrel points for the
design and implementation of management strategies. A review of the
literature suggests that, while much data have been compiled, (e.g..
nutrient export versus land use), the development of generalized source
models is considerably behind that of lake models. The latter can be
classified as.“theoretical" or "empirical", according to whether or not
they attempt to eimulate internal mechanisms. These types of models are
reviewed and compared with regard to complexity, applicability, accuracy.

and generality.

Quantitative assessments of possible errors involved in use of source
or lake models are generally lacking, suggesting that, as yet, there is
an insufficient basis for rational lake water quality management program
designs., In predicting lake response to a given management strategy,
errors are introduced through uncertainty in the independent variables
and parameter estimates, as well as through inadequacies in the models
themselves. Given estimates of these individual error sources, some fairly
simple methodologies can be employed to track these errors through the
analysis and to compare their contributions to total prediction error.
This can identify particular data or model deficiencies and thus provide
a basis for efficient allocation of monitoring, experimental, and modelling
affort. The effects of projection error can also he considered in final
designs or policy recommendations. The difficulty and data requirements

of such an exercise increase with model complexity.

Axvii




SYNOPSIS {continued)

Based upon data for 105 northern temperate lakes, empirical lake
models are developed and compared with existing mc;dels for steady-state
predictions of phosphorus retention coefficlents and lakg trophic states
as functions of three factors: total phosphorus loading, L (g/mz-year) ¢
lake mean depth, % (m} , and mean hyd'raulic residence time, T (years) .
The approach is based upon five assumptions: (1) mass balance; (2) com-
pletely-mixed conditions; {3) phosphorus limitation of lake ecosystems;

{4) flrst-order kinetilcs for phosphorus sedimentation; (5) the possible

influence of lake morphometric and hydrclogic factors upon nutrient dynamics

and trophlc state response. The acouracy and value of these mod_els are
shown to be limited by various features of thelr data base, including
measurement or estimation errors in the independent or dependent variables,
mul ticollinearity, nonsteady-state conditions existing in the lakes during
sampling, and the subjectivity involved in classifying lakes. In this
context, it is difficult to identify model deficiencies due to effects of
other controlling factors or aspects of syetem behavior which are ignored.
Because of the data-dependency of these empiricel models, their general
superiority over existing models is not claimed. The primary emphases

are upon the approaches taken and technigques employed in their development
and evaluation and upon the strategies proposed for their application. A

general focus is upon the development and use of error estimates,

Modifying Vollenwieder'sg model hased upon first-order kinetics, the
following expression is proposed for use in predicting the phosphorus

retention coefficient:
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I N
K a.(T)z

Uaing nonlinear regression techniques, the model is shown to have stable
parameter values, but increasing standerd errors of estimate across the
oligotrophle, mesotrophic, amrd eutrophic states. The parameter expressing
depth dependence, ¢, is not found to be significantly different from
zero in any of the data groups tested. The best estimates of parameters

a and b suggest the following equation:

1
1 +0.824¢°

1-R =
454

Through an error analysis, the accuracy of a lake phosphorus prediction is
shown to be data-limited (or source-model-limited) in lakes with low
hydraulic residence times and retention-model-limited in lakes with high
residence times, It is demonstrated that model errors would be statisti-
cally detectable relative to measurement errors in only about one third

of the lakes employed in the analysis. By coupling this model with billon
and Rigler'a3 equation relating chl;:rophyll concentration to lake phosphorus
concentration, the accuracy of a chlorophyll prediction 1s shown to he
1limited by errors in predicting chlorophyll from lake phosphorus, not by
errors in predicting lake phosphorus from estimates of L, 2, and T.

This suggests that the retention model is adequate for use with state-of-
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SYNPOSIS {continued)

the-art empirical chlorophyll models and that future work should be focused
on improving the latter, possibly by incorporating the effects of algal

growth limitation by light or other nutrients.

Discriminant analysis is employed to evaluate and compare existing
models for trophic state prediction and to derive an optimal linear classi-
fication model for this data set, The analysis suggests the generxal
inferiority of VOllenweider‘sa girst model, in which lakes are classifiled
in the L wversus 2Z axes, as compared with Vollenweider‘slo second model

2 model (CO), or with an optimal model

(L wversus QS), with Dillon's
derived from stepwise discriminant analysis (L versus COEST) . It is

more difficult to distinguish among the last three models, however. The
stt_apwise model misclassifies an average of 14.5% of the lakes, with most

of the errors centered in the mesotrophic grocup.

The primary advantage of posing the classification problem as a
formal discriminant analysis is that it permits predictions of trophic
states on probhabllistic terms. Using the results of the stepwise analysis,
equations are developed which permit estimation of trophic state probabl-
lities as functions of L, T, and 2. The "rational" phosphorus loading
allocation for a given lake is suggested as that loading which satisfles
a certain maximum probability (risk) of eutrophic classification, typically

5% :

.815
4
>4y

L = 0.0310 { % (1 + 0.824T°

.05

XX




£5y

xX1

SYNPOSIS (continued)

Means of incorporating the effacts of uncertainty in the independent
variables {Z, T) and in the source models (used to estimate L as a
function of management strategy) into the estimation of trophic state
probabilities and into the rational loading alleocation scheme are also
developed., Efficiencies of loading allocations derived from the approach
are shown to be limited in part by independent variable errors and depen-

dent variable (classification) errors in the original data set.

Extensive data from Onondaga Lake, New York,4'5 and its tributaries
are used to illustrate potentlal roles and methods for exploratory data
analysis and data reduction in preliminary assessments. Onondaga is a
saline, eutrophic lake used primarily for municipal and industrial waste
disposal purposes by Het:.:opolitan Syracuse. The lake is introduced by
describing major water quality issues, plans for pollution abatement,
and water quality and quantity data availability. The varilations of
major water quality components are summarized apd displayed along temporal
and spatial dimensions in order to elucidate trends and seasonal varia-
tions and to determine the extents of horizontal and vertical m:l.iing in
the lake. The use of cubic splines? as a technique for examining seasonal
and long-term variations in time series data is demnstrtated along with a
variety of computerized mapping and display technologies. Original methods

for estimating and displaying mass balances on & continuous basis are also

employed.

Statistically signif:l.ca.nt horizontal variations in some water quality




SYNOPSIS (continued)

components are explained by the location of a sewage ocutfall in the lake.
Horizontal differences are small, however, compared with vertical and
seasonal varfations, which ére interpreted relative to the effects of
dilution, density, and differences in the chemical and biological reactions
occurring in the epilimnion and hypolimnion. Some important trends observed
during the 1968-75 monitoring pericd include: reductions in phosphorus,
chromium, and silica lewvels, reductions in vertical temperature and chloride
gradients, increases in hypolimnic dissolved oxygen levels, and the near
disappearance of a formerly dominant blue-green algal population. Mass
balances on several chemical constituents are formulated at monthly inter-
vals over a five-year period and interpreted (1) in light of the chemical,
physical, and hiologlcal processes considered to be of importance in the
lake ecosystem; (2) in relation to specific pollution abatement programs
which were implemented during that period; {3) with regard to the impli-
cations for the potential improvement of lake water quality through future

implementation of specific point and non-point source control measures.

A mndelling problem is designed to estimate the .impact of the design
of an outfall for future discharge of a saline industrial/municipal waste
upon density stratification ‘and vertical mixing rates in Onondaga Lake.
The dynamic model developed to address this issue serves as a context in
which to demonstrate the use of nonlinear programming algorithms for esti-
mation of parameters 1in dynamic models, sensitivity analysis, and error

analysis. In this effort, considerable modifications to Bard‘sl program

for parameter estimation in nonlinear dynamic systems are made to improve

xxii




SYNOPSIS {(continued)
performance, flexibility, and the interpretative value of its output.

The modelling exercise demonstrates that essential aspects of verti-
cal mixing in the laks can be simulated usging a spatially and temporally
aggregated model, consisting of two mixed compartments driven bir monthly=
average meteorologic and hydrologic boundary conditions. The model
simulates temperature and chloride variations, based upon balances of
mechanicall energy, thermal energy, and mass‘. Parameter estimates indicate
that density-dependent vertical exchaﬁge in the lake can be simulated by
assuming that a constant percent (47%) of the turbulent kinetic energy
introduced at the surface by wind shear stress is used to increase the
huoyant potential energy of the system by mixing the hypelimnic and
epilimnic waters. Empirical parameters are shown to be stable when esti-
mated separately based upon data from different years of the survey. An
error analysis indicates that pred:l.ct:l.on variance assogiated with uncer-
tainty in the parameter estimates is generally small compared with residual
varlance, suggesting the adequacy of the data for parameter estimation
purposes. The standard errors of temperature predictions are shown to be
comparable to thoge typical of much more complex and disaggregated thermal

stratification mdelss.

A sensitivity analysis compares the effects of wind mixing, salt
discharge, and industrial cooling water consumption on lake density
gradients. Simulated vertical mixing rates correlate with observed

increases in hypolimnic dissolved oxygen levels over the 1968-74 monitoring
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period. Simulations indicate that discharge of the combined municipal/
industrial effluent into the hypolimnion would induce permanent density
stratification und;r the meteorologic conditions of 1968-74, whereas
discharge into the epilimnion at an initial dilution ratio of 16 or greater
would result in an average of nearly two pericds of vertical circulation
annually, thus minimizing the impact of salt disposal on lake mixing.
variations in simulated density gradients and mixing rates attributed

to parameter uncertainty are small relative to those attributed to year-
to-year fluctuations in hydrologic/meteorologic conditions and to those
induced by alternative management strategies. The variety of economic

and environmental aspects of the ocutfall design issue are also discussed.

A final chaptex summarizes the roles and limitation of the various
methods and approaches demonstrated in the thesis. Exploratory data
analyses are useful in providing important descriptive information, but
independent evidence generally forms the basis for the functional under-
standing required to predict system behavior. The potential of nonlinear -~
programming a..'!.gor:l.tl‘mms for use in estimating parameters in general models
is high, subject to economic constraints on model complexity and require-
nents for reasonably unbiased estimates of independent variables. The
Importance of considering the quantity and quality of available independent
variable data in specifying models is stressed. For a varlety of reasons,
error analyses yleld very approximate results, particularly in cases of
complex models. Comparisons of error sources can still yield useful infor-

mation for asgessing model and data adequacies, because the terms of the
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total error equation often differ by orders of magnitude, Estimates of
prediction errors should not be relied upon too heavily as bases for prob-
abilistic projections and rational designs, particularly if a complex model

is employed.

Gunerality is a key model attribute. Empirical lake medels have de-
nonstrated reasonable generality in associating the average conditions of
lakes in a given geographic region with nutrient locading and morphometric
factors. Theoretical lake models havé successfully simulated behavior of
individual lakes in time. The generality of empirical models along i:empo-
ral dimensions and that of theoretical models among different lakes have
not been demonstrated, due to inadequacies in the data and/or in the uat;idels
themselves. These weaknesses suggest that future efforts should strive
to demonstrate generality by est.ftmating and verifying models based upon
time series data from more than one lake system. Using the estimation
techniques demonstrated here, the stability of optimal parameter estimates
along temporal and system dimensions could be examined and used as a partilal
bacis for assessment of generality. Applied to key parameters, this stra-
tegy would partially eliminate the necessity of using parameters derived
from laboratory experiments, the results of which are often of limited
validity under field conditions. Such an approach would depend upon the
availability of adequate data and upon the feasibility of expressing ea-
sential functional relationships in concise terms, based upon current undexr-

standing of lake ecosystems,
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Qs

CI

COEST

a,b,c

lake mean depth (m}

mean hydraulic residence time (years)

z/T = surface overflow rate (m/year)

total phosphorus loading per unit area (q/mgyear)
average inlet total phosphorus concentration (g/ma)
average outlet total phosphorus concentration (q/ma)

1l - {co/Ccx) = observed phosphorus retention
coefficient (dimensionlass)

estimated phosphorus retention coefficient (dimensionless)

(1-RE) CI = estimated average outlet total
phosphorus concentration (g/m3)

affactive first order sedimentation coefficient for
total phosphorus (year~l)

regression parameters
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1.0 INTRCDUCTION

1.1 oObjectives

Increasing demands imposed upon our patural resources as a result
of population growth, urbanization, and industrialization have made it
necegsary to take specific stepa for protectj:on of these resources. Our
ability to manage them depends in part upon our understanding of the
important structural and functional aspects of the natural systems which
we are trying to protect. This understanding provides a basls for impact
assessment and input to a declsion-making process involving economic and
social, as well as environmental interests. Methods for interpretation
and synthesis of data and theory in formulating impact assessments are of

primary concern in this work.

Environmental impact assessment generally entails the use of models
and data. Models, defined as "abstract representations of foxm and
functiOn"G, may range from "rules of thumb”, which qualitatively capture
essentlal aspects of system dynamics, to complex, mathematical simulaticon
models, In a management context, the role of a model is to relate
"response” variables t§ "stimulus” varlables. Some of the latter typi-
cally include potentlally centrolled boundary éonditions or manageable
aspects of the system ltself. In this way, a model provides a basis for
control strategy designs and impact assesements. Data can be grouped
into two general categories according to whether they deacribe boundary
conditlons or system states and, as such, represent either stimulus or
response variables. Both types of data are required for the detection

and assessment of problems and for the estimation and application of

models.
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1.1 Objectives (continued)

It is evident that, in analyzing a given system, a plammer,
engineer, or manager must make numerous deoisions in the pi'oceaa of
gathering, developing, and synthesizing data and theory in order to
formulate and apply a medel. In evaluating a given pelicy, the goal
of the analyst sl;ould be to utilize available monitoring and modelling
resources most effectively to creat his "best" estimate of the state
of the system under the conditions imposed by that policy. A variety
of factors could be considered in the definition of "best", including
that the estimate should have minimum bias, m:i.n:i.mum variance, and be
robust to errors in tﬁe data or theory or to errors in judgment or
implementation committed by the analyst himself. The hope is that
policy recommendations derived from this process are independent of
the particular anpalytic decisions made, provided that the choices are

among apparently equally valid approaches and are internally consistent.

Generally, the avallability of a wide selection of techniques to
the sxperienced analyst can increase his freedom of choice, perspective,
and ability to make most effective uee of the resources available to
him. This thesis is intended as .a demonstratiol; and evaluation of soma
techniqﬁes appropriate for ecosystem analysis. It 1s suggested that
facility with- such techniques should serve as a supplement to, rather
than a substitute for familiarity with the physical, chemical, and
blological aspects of the systems being monitored and modelleci. Various
methods are demonstritued in the contaxt of the general problem of lake
water quality management, but could be applied as well in analyses of

other types of environmental systems,
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1.2 causation and Correlation

In some respects, the general problems confronting modellers of
environmental systems are perhaps more closely related to those con-
fronting social scientists than to those confronting phyéical scientists,
Because of the size, complexity, and relatively uncontrollable nature of
the systems being studied, research tends to be more nan-experimental
than experimental in form. While various aspects of the systems can be
studied individually in controlled laboratory or semi~controlled microcosm
experiments, rarely is there an cpportunity to experiment with the system

as a whole. Under such conditions, causation can be difficult to establish.

Regardless of the level of empiricism of a model, a statistical fit of un-

4,6

controlled system behavior establishes association, but not causation .

In systems whose internal forms and functions are well-understood
theoretically, causal assumptions are perhaps less risky than in
systems whose components are less well-understood and which are
represented by mors empirical models, particularly if the independent
variables of such systems are correlated with each other4. Regardless
of the type of model, causality cannot be absolutely established in a
purely logical sense unlesé there is an opportunity for controlled
experimentation. We can observe changes in environmental systems
following accidents or implementation of'management strategies, but
these may occur in the contexts of other,natural variations and are

not controlled situations.




1.2 Causation and Correlation (continued)

On the other hand, environmental systems are real and must conform
to the laws of physical and biological science. These types of absolutes
do not have analogues in many othar non-experimental fields. They
include, for example, the law of continuity (mass balance) and the laws
of thermodynamics. Models at all levels of empiricism must conform to
such laws. These constraints on the systems and models can greatly
facilitate analyses and inferences of causation at a practical level.
Because of these aspects, a purely statistical approach to the analysis
of natural systems would generally;_ not be acceptable. A better approach
would be founded upon physical, chemical, and biological principles and

flavored with statistical notions of “systems®,"models”, and “data".




1.3 Types of Models

Modals exist along a gradient of_ empiricism. All are ultimately
based upon observati;:ns, but they differ with regard to the level at
which the observations are made. Less emb:l.r:l.cal . or more theoretical
models attempt 'to- simulate mechanisms and are based upon observations
of the behavior of isolated components of the system under controlled
laboratory conditions and/or upon accepted principles. These models
tend to be complex and often require the estimation of relatively
large numbers of parameters whose values cannothalways be derived
directly from laboratory studies. Design of controlled experiments
to test mechanistic theories and/or develop parameter estimates for
use in large-scale simulation models can be difficult, because of the
potential for over-simplification. For this reason, such experimental
results often cannot be directly applied to simulations of fileld

conditions. ~ More empirical, or “"black box" types of models are based

upon observed assoclations of system behavior with properties of the

system itpelf or of its boundary conditions. Such models cannot be
properly applied outgide of the range of conditions in which they have
been calibrated. Despite this lack of generality, the "black-box"
models are usuvally relatively simple and do not suffer as much from

the parameter estimaticn difficulties characteristic of the more complex,

theoretically~based systems models.

Another type of gradient 1s complexity. Above, it was implied
that the complexity and empiricism axes are not independent of each

other, in that empirical models tend to be less complex than theoretical




1.3 Types of Models (continued)

cnes. However, this is not necessarily the case. Regardless of the
level of empiricism, each model is applied at a level of temporal and
spatial aggregation, which should be selected based upon characteristics
of the system, types and amounts of data available, and types of manage~
ment strategies being evaluated. Another type of complexity pertains

to model characteristics within each spatial element and time domain.

In a theoretical model, this is determined by the number of processes
or mechanisms simulated. In an empirical one, it is a function of the

number of independent and dependent varlables employed.

There are numerous trade-offs involved in the specification of
model complexity., 1If important mechanisms or independent variables
are not included, biased parameter estimates and a distorted view of
system dynamics can resultq'ﬁ. On the other hand, overly-complex
models are cumbersome, not “parsimoniocus” 5, and have demanding data
requirements, both for specification of boundary conditions and for
octimation of parameters. Errors in such data can lead to distortion
and blas, just as can omission of important variables or processes.
The expense of implementing a complex model can limit the analyst'e
opportunities to fully explore and explolt the model in various ways.
Optimally, a model should probably be as simple as possible, given the

important processes in the gsystem and the intended uses for the model.
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1.4 Model Specification, Estimation, and Verification

There are essentially three steps involved in the development of
a model: specificﬁtion. estimation, ana verification. Thase steps,
outlined in Fiqure 1,4-1, rely upon four types of information:
(1) established theory; (2} extraneous data obtained.from axperiments
or other natural'syatems: {3) historical data characterizing the
boundary conditions of the system(s} being modelled; (4) historical

data characterizing the states of the system(s) being modelled.

Model specification involves definition of (1) the system
control boundaries; (2) the variables of importance; (3) equations
relating the variables. This step relies upon established theory, as
well as upop analysis andinterpretation of data characterizing the
systém and its boundary conditions. The roles of data at this stage
can be significant, particularly in highly empirical models. An
extreme example would be the use of stepwise linear regression, in
which the selection of independent variables is dictated by the data.
In another situation, data might be analyzed to determine the levels
of spatial and temporal aggregation which are appropriate. The
selection of independent or forcing variables at this stage can be
critical. If important ones are onitted, biased parameter estimates
and a distorted representation of system dynamics could result. This
type of problem has led some investigators to belleve that, in non-
experimental research, model specification 1s the most important of

6
the three steps described in this section . The hypothesized model
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1.4 Model Specification, ‘Est:l.in&tion, and Verification (continued)

is of the general form*:

where,

Y = vector of state variables for case
or observation i , dimension ny

= vector of independent varlables of

X,
2 boundary conditions, dimension n,
P = vector of parameter values, dimension
n
p
n, = total number of cases or historical
measurements

If the model is being developed to represent a number of dlfferent
systems, D 1 corresponds to the number of cases for which observations
are avallable. If the model is dynamic, and being used to simulate
one system, n, corresponds to the number of times at which system

measurements are available. In the latter -wase, the equatlon must

* Notatlon: A, A, and A represent a scalar, a vector, and a matrix,
raspectively. '

&T = transpose of vector A

A" = inverse of matrix A

det (A) = determinant of matrix A

1-9
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1.4 Model Specification, Estimation, and 'Verification (continued)

be integrated through time, so that the elements of !i are also
functions of the historical values of elements of the y, and x,

vectors.

The procegs of parameter estimation transforms a hypothesized
model into a calibrated one. This involves the use of extraneous data
and/or a matched set of observations made on the boundary conditions
and on the system, Generally, complex, theoretically-based models
have relied more heavily upon the former, while the simpler, empirical
models have reliled primarily upon the latter as bases for parameter
estimates. There is no reason; however, why theoretical models could
not rely upon data of hoth types, provided that model verification 1s
carried out carefully. The relative difficulty of estimating parameters
of theoretical models based upon system data has probably been the
primary reason for the scarcity of such attempts., The complexity,
and often time-variable nature of these models renders the egtimation
problem somewhat more involved, but, in many cases, equally as feasible

as linear least squares, given the availability of computing resources.

Parameter estimation involves specification of the elements of the
vector E". For those elements which are estimated from observations
of the system, the objective is to select the parameter values which
maximize the agreement between observations and model predictions. 1In
the case of a one-variable model, ( "y = 1), acommonly employed

oblective is to minimize the sums of squares of the residuals:
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1.4 Model Speclfication, Estimation, and Verification f{continued)

& .= ¥y - £ (X, P (1.4 ~ 2)
n
j=1 1 .

Beu:t']2 has shown that, for the general case, maximum=1ikelihood
estimates of the parameter values can be obtained by maximizing a

function of the following forms:

n
nn n i
R A S -4 -1 Tyl
Gyr, 5 1n(28) = —= Inldet(y)) - 3 151 e_,l,s_z,l 18 (1.4 -4)

whera,

=  generalized maximum 1likelihood function

= covarlance matrix of residuals

Io 3 &

= wvector of residuals for observation i

GMI:. represents the logarithm of the posterior probability of the
observations, given the predictions derived for a saet of parameter
estimates, While other general criteria have been emploved, maximum

likelihood estimators have generally been the most popular for use
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1.4 'Model Specification, Estimation, and Verification ({(continued)

in parameter estimation problemsz, because of the desirable properties

d:l.écussed below.

Parameter estimates derived from maximization of the above function
will be unbiased, possess minimum variance, and be normally distributed

when the.fonowing conditions hold?;

(1} The residuals have zero means.*

)} = 0, i=1, n, {1.4~5)
j =1, n

E {e

{2} ‘The residuals from different observations (cases)
are uncorrelated:

E (e =2 0. 1#£2

158! (1.4-6)
j'k = 1; .nY
(3) The residualuy from each observaticn have identical
normal distributions with covariance matrix gy H
Eoleggont = Iy )y, ik = 1ony (1.4-7)

t E{(x) = expected value of x
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1.4 Model Specification, Estimation, and Verification (continued}

In order to apply equation‘ {4) some assumptions must be made about the
appropriate form of the covariance matrix of residuala, Y, - In one
respect, !y can be known beforehand, known to within a maltiplicative
constant, or unknown. In another, !y can be assumed to be a general, .
symmetric matrix or a diagonal one. In the diagonal case, the residuals
for different observed variables are assumed to be uncorrelated. The
appropriate form for the objective function derived from the above *
general equation depends upon the assumptions made about !-y « In the

general case, )L! is assumed to be unknown and with potentially non-zero

off-diagonal elemants, and equation (4) reduces to:

Pyl ny 1
Gy = -3 [l + 1n(27}} ~ - 1n [det(q Al (1.4-8)
nj
A = I e e (1.4-9)
= i=] —1 =i *

where,

A = moment matrix of residuals

Likelihood functions appropriate for other assumed forms for the

residual covariance matrix, )L! . are given in Bard 2 1n sitvations
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1.4 Model Specification, Estimation, and Verification (continued)

wher_e prior estimates of the parameters are Iava.:l.lable, based, for
examnple, upon extraneous experimental data or dat-a from other natural
systems, Bayee Theorem2 can ba applied and another term added to Gm’..
to account for the prior information, which is assumed to be glven

in the form of a vector of mean EO and covariance matrix gpo :

-1

1 o, T O
G = -— - v -
. =2 -2 Yo - R)  (1.4-10)

In this way, information obtained bhoth from extraneous sources and

from the system itself can be incorporated into the parameter estimates.
These extranaous sources could also include the opinions of experts
familiar with aspacts of the systems represented by various parameters,
provided that such "opinions" can be translated into mean parameter
values and corresponding standard deviations.

For some models, the parameter vector maximizing GHI. can be
_solved for explicitly, e.q, multiple linear regression. In many cases,
however, the models Iare nonlinear and/or dynamic and finding the maximum
of the objective function takes on the form of a nonlinear programming
problem. Various lseam:'}t'a2 or gx:adiem:]"2 methods can be employed to
locate the solution, Since the cost of evaluating the objective function
for a given set of parameter values can be appreciable, particularly in

the case of a dynamic model, methods which require a minimal number of
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1.4 Model Specification, Estimation, and Verification (continued)

function evaluations are generally preferrxed. Baniz recommends the use
of gradilent methods, which require estimates of the first and, 1ln some
cases, second derivatives of the objective function with respect to the
parameter values in order to guide convergence. These derlvatives can
be computed from analytic derivatives of the model equations or by Uéiﬂg
finite~difference techniques. Starting with an assumed set of parameters,
gradient methods are essentially iterative, hill-climbing algorithms
with select step length and direction in parameter space to gquide
convergence to the solution. Typically, the process ls stopped when
fractional changes in each element of the parameter vector with each
iteration become less than some specified amcunt (v 0.0001)2.. The
“soluticn™ obtained in such a way cannct be guaranteed to be global,
because the response surface may be irregular, with several local optima.
Because of this aspect, the algorithm can usually be started from a
number of different locations in parameter space to test for the signi-

ficance of alternative solutions.

The use of nonlinear parameter estimation routines in dypamic model-
ling of environmental systems has been demonstrated by a number of investi-
gators. Radha Krishnan et al.l4 have done extensive work in evaluating
vari&us algorithms for parameter estimation in dynamic models of streams
using eimulated data. Hornberger et al.9 have attempted to apply Bard's
algorithmsl'zto experimental data for the purpose of estimating kinetiec pa-

16

rameters in algal growth rate formulations. Yih and Davidson = have evalu-

ated three algorithms for use in estimating effective longitudinal disper-
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5@: 1.4 Model Specification, Bstimation, and Verification (continued)

sion coefficients in a dynamic salinity intrusion model of the Dela~

ware River Estuary. Johnston.and Pilgrimlo have demonstrated the use

of forﬁal optimization methods in estimating the parameters of a water-
shed model. A recursive estimation algorithm (the Extended Kalman Filter)
has been used by Beck and Youn93 in systematically identifying the

structure of a model for dissolved oxygen in England‘s River Cam.

One'important advantage 1n posing the parameter estimation problem

in a formal way 1ls that approximate estimates of the covariance matrix

2
of the parametaers can be derived :

( 2
3°G
{gl = ‘..._..._._) .
ik Bpjapk {1.4~-11)
- -1
!p = ‘gﬁ )Eaa'* {l.4-12}
where,

H = “Hessian" = matrix of second partial
derivatives of the objective function
with respect to the parameters

= covariance matrix of parameter estimates

o ¢

= GML or GB = log~likelihood function

P* = parameter vector of solution

The required derivatives are estimated in the process of locating

(P" the solntion, if a gradient method is employed. The covariance matrix
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1.4 Model Specification, Estimation, and Verification {continued)

is useful {(a) in interpreting the relative significance of ‘various
parameters aﬁd the processes or mechanisms they represent; (h) in
asgessing the adeguacy of the amount of data used for parameter
estimation purposes; {¢) in estimating the portion of model predic-
tlon error attributed to uncertainty in the paraﬁeter estimates; (d4)
in estimating parameter confidence regions. It should be noted that
estimates of the covarlance matrix obtained according to equation (12)

are only approximate in the cape of a nonlinear model.

If unknown, the covariance matrix of residuals can also be

2
estimated fram the following formula :

1
v = = — s B .
= ly EE - {1.4-13)
I'li - n '
Y

The covariance matrix is useful in assessing the predictive abilities
of the model. The covariances of the residuals can k- attributed to

measurement errors in the obsarvations and to model error,.

Once the parameters have been estimated, regardless of whether or
not the formal procedure outlined above is empleyed, the model is con-
sidered calibrated, The next step, verification, {Figure 1.3-1) tests
the adequacy of the model for its intended uses. If the model fails

the test, the antlre specification, estimation, and verification procedure

1-17




1.4 Model Specification, Estimation, and Verification (continued)

may be repuated with a revised model, If it passes, the model is

consldered suitable for application.

The term "verification” has been used and misused with.a variety of
different meanings ln the enviroumental modelling field. BAs noted
above in Section 1.2, we rarely establish the truth of a model,
but rather we test whether or not that truth can be rejected. Because
we cannot conduct controlled experiments, "verification" is usually just

a test for assoclaticn and not, in itself, sufficient. We usually rely

upon independent evidence or established principles as bases for asém‘uptions

of causation, a necessary condition for true "verification". It is
important to consider that verification alsoc depends upun the intended
uses for the models. Highly empirical models cannot be verified for
use under conditions cutside of the range in which they have been
calibrated, i.e. the range in which the systems themselves have been

observed, Whereas theoretical models of relatively well-understood

systems may be verified for such use, provided that all of the
relevant processes are incorporated and independent means of

estimating parameters are available. .

The key to testing whether or not a model can be rejected is
in analyzing the residuals. A variety of tests can be applied to the
residuals in order to determine whether the principle assumptions of
the parameter estimation exercise {equations ({5) te (7))} have been
violated7. The residuals can be plotted against the independent

variables in the model to reveal possible inadeguacies in asaumed

1-18
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1.4 Model Specification, Bstimation, and Verification (continued)

functional forms or agalnst variables not included in the model to
determine whether potentially important factors have been ignored.

For dynamic models, serial correlation in the residuals may reflect
the effects of erroxs in specification of boundary conditions of the
effects of factors not considered in the model. The accuracy of the
model, as gauged by the standard deviations of the residuals, can be
compared with expected measurement errors {which would represent lower

limits for residual standard errors), with the desired accuracy for

model applications or witbh the accuracies of alternative models. The

last could serve as & partial basis for model selection.

A supplemental criterion for verification is parameter stability.
To test for this, data can be divided into twp or more groups_and
optimal parameters estimated separately for each group. The parameters
could then be tested for statistically-significant differences among
groups, If differences are not detected, a single set of parameter.
values could be considered to be equally appropriate over the range of
conditions represented by the variogs groups, This would tend to
support the generality of the model and the consistent quality of
the independent variable data. Por maximum efficiency, the parameters
should probably be re-estimated based upon.all the data, once the modal
is considered "verified”. This strategy is similar to that of Beck and
Young? who used the temporal stability of recursive parameter estimates
as evidence for correct identification of a model for disscolved oxygen

in a river.
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1.5 Hodei Applications

There are a varilety of apprcaches and techniques which can
facilitate full and proper use of a model. Three aspects of concern
in this work are sensitivity analysis, simulation, and error analysis.

Thaese are introduced briefly below.

Potentially useful information about some of the important
controlling factors and processes in a system can ba derived from
sensitivity analyslis. Pattenn has suggested that such an analysis
be used as a means of identifying control strategies and has cutlined
a general approach for application to lakes. Hiller.:!' 1 has shown that
sengitivity analysis can yield useful information, even under conditions
of uncertainty in the model or parameter estimates. Sensitivities of
model simulations to parameter values can be used as a basis to assess
1mportént controlling processes within the system, while sensiltivities
to :i.ndepe_ndent variables can indicate the relative controlling lnfluences
of axternal factors, some of which may be manageable, possibly acting
as "decision ﬁriables" in a design problem. This type of analysis
can alsg be used as a basls for simplification of the model. A useful
way of expreseing sensitivities are as normalized first partial deriva-

tives of the model dependent variables with respect to the factor being

studied:

= Wy (1.5-1)
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1.5 Model Applications (continued)

where,
w. = factor J] (parameter or independent
J varlable)

"= wector of sensitivities of state variables
with respect to factor j

LLU'I

Multiplication by wj easentlally corrects for differences in factor
scales and permits direct comparisons among different factors. The
coefficients can be determined analytically or by using finite-difference
techniquea. In a dynamic model, the sensitivity coefficients are time-

variable.

Control strategies can be viewed as modifications to the vector
of independent variables, Most often, many of the lndependent variables
are not influenced by management strategles. Meteorologlc regimes are
usually not cogtrollahle, but can have significant effects upon the
systems belng studled. For this reason, control strategies should be
evaluated in the context of the variability induced by fluctuations in
such factors. In some situations, “critical” conditlons can be easily
defined and employed in simulating management strategies. A classic
éxamplé of this is evaluating the effects of blochemical oxygen demand
discharaes on dissolved oxnygen in a river under low-flow conditions.
In others, "critical” conditions may not be as evident, and simulations

of historical records under the conditions imposed by each mahagement
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1.5 Model Applications (continued)

strategy can be used as a basis for evaluating and comparing alternative
schemas. If sufficient historical records are not available, a synthetic
record might be generated with time series models identified and
estimated from data obtalned from the geographical region being studied
or from one similar to it. The range of system varlability induced by
fluctuations in the uncontrollable factors can be compared with the

range induced by alternative management strategies as a means of esti-

mating the potential detectabllity of changes induced by such strateglas.

Error analysis can be a useful and revealing aspect of model appli-

cation. Generally, covariance in model predictions can be attributed

to three error components:2

Independent
Total _ Parameter + Variable + Residual
Exrror Exror Erroxr
Error
2& a"‘l T ﬁ a“ T
X = G !p(%) + 5 llx‘a_;" L {1.5-2)

In order to evaluate the total error, we need to estimate three

covariance matrices: e Lo L - The last can be estimated

by comparing model predictions with system observations and is usually




1.5 Model applications {continued)

obtained in the procéss of estimating the model parameters. The parts

of xp corresponding to those parameters which Lave been estimated
directly from system observations can.be estimated according to equation
1.3-12, The covarlances of the remaining parameters and gx must be
egstimated independently, often with only very approximate results.

The required sensitivity vectors can be obtained from differentlation

of the model equations, again using analytic derivatives or finite-
dlfference methods. The error should be evaluated for each case or
management strategy studied, Although the individual covariance matrices
may be invariant, the sensitivitieﬁ and total prediction error may change
from one case to the next, For a dynamic model, the total error and the

first two terms in equation (2) are alse time-variable.

The residual error component includes both measurement and model

errors:

Resldual _ Measurement + Model
Error Errorxr Error

vy tY, (1.5-3)

These two components usually cannot be distingulshed without some

independent evidence. For instance, measurement error could be
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1.5 Model Applications (continued}

estimated from replicate observations.

If the model and measurement error terms can be separated, a
comparison of the parameter error term with the model error texm can
provide a basis for deciding whether future efforts should be directed
at improving the model or at obtaining additional data. The covarlances
of the parameters can usually be reduced by gathering additional data
for model calibration, whereas changes in the model would generally be
required in order to reduce the model errar component. In the interest
of minimizing total 'prediction varlance, future efforts would ba diracted
toward data acquisition or model improvement according to whether the
parameter error term is greater or 1ess.than the model error term, res-
pactively. The relative sensitivities of these terms to investments in

reducing them might also be consldered, as digcussed below,

In cases where, paraneter or independent variable errors are signi-
ficant, Thomas ]l?as suggested that an error analysis could also be used
as a basls for guiding data acquisition and research efforts. For the
one-variable case, and combining the parameter and independent variable
vectors into a general vector ¥ , the variance attributed to uncertalnty

in the elements of w is given by:

2 _ ,3% a¢, T
o = (si) !w‘ﬁi) (1.5-4)




%I: 1.5 Model Applications {continued}

= If the off-diagonal elements of V¥V  are assumed to be zero:

3 a

Glven the objective of minimizing the total prediction variance,

one strategy would be to invest additional resources into reducing

the varlance of the component contributing most to the total.

Ac—

cording to this scheme, the variocus terms of eguation (5) would be

compared and the factor corresponding to the largest term would

serve as a focus for additional monitoring and/or research efforts.

Another strategy would consider cost-effectiveness by taking into

account the fact that the variances of the parameters or independent

varlables may have different sensitivities to investmeht, l.,e., some

eetimates might be more difficult to improve than others. According

to this scheme, Thomas suggested that the varlables could be ranked

according to:

W 24
Wy A%y, .
(au )‘a ) (ac 1

(1,5-6)

1=£0
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1.5 Model Application (continued)

where,

= investment in further data collection to

-
i improve the estimate of w,

l-‘lazu':r:l.ng1:.1:»11a has raviewed applications of these and similar strategles

to the design of ambient monitoring programs, In a similar vein, I‘I::u:n:e:"2
has proposed the use of Kalman Flltering algorithms to permit estimation
of system states based both upen model simulations and upon field measure-
ments. Using a minlimum variance criterion, he has shown how this scheme
can lead to rational designs for aquatic ecosystem monitoring programs.

Strategies guch as these can be used to guide research and/or monitoring

programs and represent potentially fruitful areas of model application.

Another benefit derived from an error analysis is the capability
of placing confidence limits on model predictions., Estimates of the
first and second moments of predictions can be used, for example, to
calculate the probability that implementation of a given management
strategy.w:l.ll result in satisfaction of a system standard or quality
criterion. Alternatively, management strategles can be designed to
satisfy a given probab:l.l:l.ty'of achieving system standards. A proba-
bilistic projection, as compared with a deterministic one, provides
the policy-maker with a better decision basis and the analyst with an

escapa route.
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1.6 Introduction to Illustrations in Subsequent Chapters

Chapter 2 introduces the general problem of cultural eutrophication
in lakes and reviews some of the roles of monitoring data and'models in
this application. Using data from a cross-section of lakes, some
empirical approaches are demonstrated in the development, estimation,
and evaluation of models for prediction of phosphorus concentration and
lake trophic state as functions of phosphorus input rates, and hydrologic
and morphometric characteristics. Technigues employed include nonlinear
parameter estimation and discriminant analysis. Error analyses are
employed to {1} propose a scheme for rational allocation of sampling
effort in a monitoring program designed to gather data for lake nut;ient
budget estimation; (2) assess the relative sizes of independent variable,
parameter, model, and measﬁrement errors involved in prediction of lake
Phosphorus and chlorophyll concentrations; (3) develop a means of incor-
porat.ingl the elfects of uncertainty in decision variables on rational
deslign values for lake nutrxlent loading allocation. It concludes with
a discussion of model seleétion criteria. The study is cross-sectional
in nature and provides a basis for a more detailed, longitudinal case

study of Onondaga Lake, New York, in Chapters 3 and 4.

Chapter 3 introduces Onondaga Lake: i1ts environment, historical
problems, and proposed solutions, The bulk of the chapter describes
and explores the existing data base on the lake and its tributartes,
one of thg mosﬁ extenslve data bases of its type known to this author.

Techniques for reduction and display of the data are employed te reveal




1.6 Introduction to Illustrations_in Subsequent Chapters (continued)

variations and associations in time and space. A method for examining
time series behavior is explored. Techniques for estimating and
displaying magss balances on a continuous basis are developed and demon-
strated. While attempts are made to mechanistically interpret some of
the observed relationships, the formal use of models is not stressed.

A summation of proposed management strategies for the lake is used in
combination with the results of data analyses to define the modelling

problem addressed 1n Chapter 4.

In Chapter 4, a model for vertical stratificatlon in Onondaga Lake
is developed, estimated, and applied. The objecciﬁe is to evaluate the
potential impact of the design and location of a waste outfall upon
general features of lake mixing. In the context of this problem, the
use of nonlinear programming algorithms for estimation of parameters
in dynamic models 13 demonstrated and evaluated. Other techniques
ermployed include sensitivity analysis, simulation, and error analysis.
The chapter concludes with some general comments on ti'le adequacles of
the model, the data, and the techniques employed to address the defined

problem, as well as some recommendations for outfall design.
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2.0 METHODS FOR ASSESSMENT OF LAKE WATER QUALITY PROBLEMS
2.1 Introduction

A'lake can be viewed as a system which responds in various ways
to oulturally or naturally induced changes in its boundary conditions.
Assessment of lake wafer quality problems is a good coﬁtext in which to
illustrate some of the analytic technigues and strateqgles discussed in
Chapter 1. In the following chapter, the roles of data and models in
managing lake water quality are discussed with an emphasis on the general
problem of cultural eutrophication. Introductory sectlons review aspects
of lake classification, nutrient balance estimation, and lake modelling.
In Section 2.5, data from over 100 northern-temperate 1lakes are used to
evaluate and compare some of the simpler lake models which have been pro-
posed. Nonlinear regression and discriminant analyses are employed to
develcp empirical models for phosphorus retention and trophic state pro-
jection. Strategles for application of these models are discussed with
a particular emphasis on parameter estimation, error analysis, and data

regquirements. The chapter concludes with a brief overview and discussion

‘of model selection crlteria in Sectlon 2.6. Besides providing a context

in which to 1llustrate some of the various techniques discussed in Chapter
l, this chapter serves as a partlal basls for a more detailed case study

of Cnondaga Lake in Chapters 3 and 4.




2.2 Lake Classification

I.akeé have been classified according to various physical,

chemical, and biological characteristics. Eince lakes exist on

a continuum, classification into discrete states is rather
artificlal, but serves as a basis for organization and comparison.
While classifications are defined on arbitrary scales, some may be
more theoretically-based than others. Schemes for use in water
quality management should relate to established criteria, which,
in turn, should xeflect potential for beneficial use and, possibly,

some fundamental measures of ecosystem health.

An important aspect to consider is that lakes are generally
not static entities. The term "“eutrophication" is generally used
te describe the natural evolution of lakes from deep, nutrient-
poor systems with low blological productivity to shallow, nutrient-
rich systems with high preductivity, and, eventually, into swamps
and meadowg? The phrase "cultural eutrophication" more accurately
reflects water quality management concerns because it describes
the acceleration of this natural process as a result of cultural
interventjions. This acceleration is generally considered to be a

result of enhanced flow of nutrients into the lake ecosystem.

Traditionally, biological productivity has served as a
primary basis for classification of lakes into three basic types:
"oligotrophic," "eutrophic," and "dystrophic." The history and

basis of this classification scheme have been reviewed by Welczh'ga
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2.2 lLake Classification {continued)

andare summarized in Table 2.2-1. Oligotrophic lakes are relatively
low in productivity, organic matter and nutrient content, and rela-
tively high in hypolimnetic dissolved oxygen and transparency, while
eutrophic lakes have opposite characteristics. The term "mesotrophic™
refers to an intermediate state between the above. Dystrophic lakes
are distinguished by their high humic acid content, which renders

a characteristic yellow or brown color. Organic matter in these

lakes is generally allochthonous (originating in the watershed),
whereas, organic matter in oligotyophic and eutrophic lakes is
autochthonous {(produced within the lake}. The effect of light
limitation limits the submerged, biological productivity of dystrophic
lakes to relatively low levels, although oxygen levels are similar

to those found in eutrophic lakes, due to decay of organic matter
entering the lake from external sources. The natural succession

of oligotrophic lakes is toward the eutrophic state, that of

eutrophic lakes, toward swamps, and that of dystrophic lakes, toward
peat bogs., While there are some quantitative aspects to this tradi-

tional classification scheme, it is primarily descriptive.

73,75,88,92 have suggested some more

A number of investigators
quantitative classification schemes in attempts to remove some o_f
the subjectivity from the traditional method while retaining
essentially the same interpretation, These schemes, raeviewed by
Uttormark and Wall'gz, have been based upon such indices as minimum

hypolimnie dissolved oxygen, transparency, chlorcphyll~a, available
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Principal Characteristics of Oligotrophic, Eutrophic,
and Dyatrophic lakes According to Helch‘ga
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2,2 Lake Classificatlon {continued)

and total nitroéen and phosphorus concentrations, and alkalinity.

For collections of lakes, these indices are often highly correlated
with one another, refleoting their common association with the
eutrophication process. Because of the partioular effects of light
limitation, dystrophic lakes are often excluded or treated separately. 73
Likewise, lakes in which primary production is dominated by aquatic
macrophytes generally do not £it into classification schemes

developed on lakes dominated by phytoplanktonic production. 73,88
Some schemes have heen based upon rankings and have been used
pzfimarily for comparisons within a given group of lakes, 88 Other
investigators have attempted to derive objective scales for more

73,75,88,92 o types of schemes, however,

general application.
depend directly upon the particular lake data set employed as a

basis and are accordingly restrictive in scope of application.

3.74 have led the work on subtxopical

Shannon and Brezonik7
lakes with a unique, multivariate ~ statistical approach. Thelr
data base consisted of 55 North and Centxal Florida lakes. Cluster
analys'is of water quality data was used to classify the lakes into
distinot groups, which roughly corresponded to the classical trophic
states, The first principal component of the correlation matrix of

traditionally-employed trophic state indicator variables was used

to derive a formula for a so-called "trophic state index" (TSI):




2,2 Lake Classification {continued}

TSI =

where

TP

PP

5.19 4 0.919

1

Inverse Transparency
(m)~1

Specific Conductance -
{micromhos/cm)

Total Organic Nitrogen
(mg/1)

Total Phosphorus
(mg/1)

Planktonic Primary
Production
{mg~C/m>~hr)

Chlorophyll-a
(mg/m3)

Inverse Cation Ratio
[{Na + K)/(Ca + Mg)]1~1

+ 0.942 PP + D.862 CHA + 0.634 clR

Mean

0.84

23.1

1.02

0.125

44.8

16.9

1,47

T + 0,800 COWD + 0.896 TON + 0.738 TP

Standard

Deviation

0.77

101.3

0.82

0.177

82.3

19.8

1,63

The coefficients in equation (1) are appropriate for use with

standardized values of the respective variables.

This expression

explained about 70% of the variance in the correlation matrix of

the indicator variables.

Oligotrophic lakes generally had TSI
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2.2 Lake Classification {continued)

valuea for less than 3, mesotrophic lakes, between 3 and 7, and

eutrophic lakes, greater than 7.

The TSI offers some distinct advantages over traditional
classification schemes.’ It provides a more objectives means of
ranking lakes according to water quality using a continuous scale
which is both more ssnsitive and more realistic than the traditional,
discrete trophic states. The coefficients of variation of five of
the seven indicator variasbles in equation (1) were greater than one,
however. This reflects considerable skewness in the distributions
of these variables and suggests that a transformation of the

variables may have been appropriate prior to the principal component

analysis. By promoting normality in the distributions of the variables,
transformations would have rendered the analysis more in agreement
with the principal conditions for efficlency of the multivariate

techniquesa employed.

As a second phase of thelr work, Shannon and Brezanik demon-
strated correlations between TSI values and land use patterns,
population densities, and nitrogen and phosphorus loadings. Multiple
regresslons ofiﬁron.land use and population density factors explained
B8l.5% of the TSI variance, while regressions of TSI on estimated
rhosphorus and nitrogen loadings explained up to 67%. These kinds
of relationships were suggested as means of evaluating watershed

managemené atrategies for the control of eutrophiciation.:




2.2 lake Classification (continued)

16,the

In view of the results of Vollenweider?® and Dillon
results might have been revealing if the effects of lake moxpho-
metric and hydrologic properties had been taken into acccunt.

The significance of the regressions of TSI on nutrient loadings

is questionable, since nutrient concentrations contributed directly
to the calculated TSI values, In the interest of distinguishing
between causes and effects, one might argue against the inclusion
of nutrient concentrations in the list of trophie indicators. It
would seem more logical to allow the TSI to depend only upon
variables which reflect observed ecosystem response or which relate
to the potential for beneficial use. MNutrients are generally viewed

mora as causes than effects and should therefore be excluded from

the TSI, according to this rationale.

Degpite these criticisms, the general approach of Shannon and
Brezonik provides some potentially valuable management tools for
application in regional planning. TSI values provide an cbjective
means of ranking lakes with regard to cbserved water quality. The
statistical relationships between TSI values and watershed character-
istics provide means of evaluating management strategies and of
suggesting feasible subjects for water quality restoration and
protection programs. Howevar, the approach 1is highly empirical
and at most as good as the data used to develop ths ranking schemes
and relationships, Potentlal effects of data include the effe;:t.s

of original lake selection, measurement errors, and assumptione

2-8
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2.2 Lake Classification {continued)

and techniques employed in reducing the data to useful form.

More confidence could be placed in results of this type if
essentially the same results could be derived from an independent.,
randomly-selected set of lakes and watersheds in the same geo—
graphical region. 1In addition, the generality of their model
could perhaps be improved by the incorporation of more theoretical
factors in the analysis, such as lake flushing rate and depth.
Perhaps the major contribution of Shannon and Brezonik was the
demonstration that multivariate techniques can be applie'd.
successfully to problems of this type in order to reduce dimen-
sionality and thereby provide a concise and useful summary of

the data.

Uttormark and Ii{lallg2 developed a system for classifying lakes

based upon subjective information. HNoting that data were generally
lacking to permit the application of a classification scheme based
directly upon water quality measurements, they devised the "Lake
Condition Index" (ICI), which was based upon the point system
outlined in Table 2.2~2, In classifying 1100 Wisconsin lakes,
Uttormark and Wall constructed a questionnaire which facilitated
estimation of LCI values by reglonal agency personnel vwho ware
generally familiar with the lz;kes in question. In comparing the
LCI values with the traditional trophic state rankings for those
lakes for which data were awvailable, oligotrophic lakes were

generally found to have LCI values of 4 or less, mesotrophic lakes,
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2.2 Lake Classification (continued)

between 5 and 9, and eutrophic lakes, betwaen 10 and 23. Comparing
multiple responses.for the same lakes, Uttormark and Wall found
that estimated LCI values were reproducible to within * 2 units
for 89% of the lakes tested., The source of this varlation was
found to lie primarily in .the use impairment component, which,

in turn, correlated with the particular professional concerns

or recreatlonal interests of the individuals or agencles being
polled, Based upon a national survey, they concluded that the

LCI teaﬁn-ique could ba used to corxrectly classify 70-80% of the

lakes In the U.S. with surface areas greater than 40 hectares,

Table 2,2-2

292
Point System for Uttormark and Wall’s Lake Condition Index

Component B_ﬂgga
Dissolved Oxygen 0~6
Transparency 0-4
Fish Kills 0,4
Use Impalxment 0=9
TOTAL 0-23

a Lower scores are more desirable.




2,2 Lake Classification (continued)

As & second phase of thelr study, Uttormark and Wall suggested

" how ICI values might be related to nutrient loading and watershed

development factors to demonstrate that the classification scheme
could serve as a workable data base for lake renewal and management
programs. They suggeéted that a normalized nutrient loading
parameter could be estimated for .each lake based upon measured

or estimated leadings and upon lake morphometric propertles. The
normalized loading would be an indicator of eutrophication potential.
For instance, according to Vollenwelder's first model®* {P:I.Qure 2.4-1),
the normé.l:l.zed loading would be given by L/z‘s, or, according to

his second model* (Figure 2.4-2), it would be given by L/QS'S. In
the absence of measured loading data, land use factors, such as

urban drainage area/lake surface area could be employed as surrogates.
A plot of the normalized lcading against ILCI would, in effect, depict

potential problems versus observed problems.

A major contribution of Uttormark and Wall was that such a
plot (Figure 2.2-1)} coculd be used as a device for "dynamic® classi-
fication of lakes. Their basic assumption was that deviations from
predicted conditions were due to non-steady-state conditions.
Accordingly, four reglons could be identified in Figure 2,2-1,
Lakes in Region I, lower left, would have low observed and low
potential eutrasphication problems and would be considered to be in

no immediate danger. Convereely, lakes in Region III, upper right,

* These models will be discusssd in detail in Section 2.4.
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Figure 2.2-1
Dynamic Lake Classification According to Uttormark and Walls’2
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2.2 Lake Classification {(continued)

would be problem lakes, Iln which extensive nutrient abatement may
be necegsary in order to effect lasting improvements. Lakes in
Reglon II, upper left, would be consldered high priorities for
protective actions, since their location on the plot suggests that
currently “acceptable” water quality may be deterilorating, Con~
versely, lake in Reglon IV, lower right, would be considered likely
candidates for restoratlon programs, since long~term benefits may

be possible without extensive nutrlent source abatement.

This scheme for dynamic classification of lakes has some
obvicus applications in regional management of water quality.
The basic assumptlon is that deviations from the perfect fit
of potential versus cbserved eutrophication problems are due to
non-steady=-state conditions. Of course, data errors would
contribute subgtantially to such deviations, Model error would
also be another source of deviations, since all of the factors
contributing to variations in the capacities of lakes to handle
nutrient influx without adverse effects would not be accounted
for in a simple model of the Vollenwelder type. With these
gualifications in mind, Uttormark and Wall's dynamic classification
scheme appears to be promising as a screening method in designing
regional water quality management programs. Its potential applica-
tions are not restricted to cases in which the ICI is used as a

measure of observed lake water quality.




2~14

2.3 Mtutrient Balance Ratlonale

The nutrient balance is an essential element in any analysis
of lake water quality problems from a eutrophication wviewpoint.
Regardless of the complexity of the particular lake model being
employed, long-term predictions of water quality can be heavily
dependent upon accurate estimation of the boundary conditions
imposed by the lake's nutrient inputs, particularly if projections
are being made in the nutrient-limited state of the system. Under
such conditions, it would he impossible to calibrate or verify a
given lake model unless the nutrient inputs were estimated accurately.
By quantifying the relative contributions of various nutrient sources
in a lake's drainage basin, the balance also serves to identify

problem origins and potential control points.

In formulating a nutrient balance, an estimate must be obtained
far each potential source in the watershed, averaged over the time
scale of interest. The latter is determined by the requirements of
the particular lake model being employed. Nutrient sources can be
grouped initially inte general categories according to the types of
mechanisme involved, including hydrologic, cultural, meteorologic 2
geologic, and biologie processessz. Hydrologic fluxes enter or
leave the lake in surface- or ground-water flows. Cultural fluxes
represent point dischargeé of municipal, industrial, or agricultural
wastes. Metcorologic fluxes are mediated by atmoépher:l.c phenomena.
Inputs include dustfall and precipitation; outputs, entrainment
of nutrients in spray from the water surface. Ceologic

fluxes represent transfers to or from the lake's sediment, as
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Nutrient Balance Rationale (continued)

governed by water and sediment chemistry. Biologic fluxes include
contributions from migrant waterfowl, insect emergence, plant or
animal harvesting, nitrogen fixﬁtion, denitrification, and sediment

exchanges.

Recause the geologic and many of the biologic fluxes involving
the sediment are difficult to estimate or measure directly, the
lake's sedimant is usually included within the control boundaries of
the system. The accumulation term represents the net sum of all
fluxes not estimated directly. Hydrologic, cultural, and, to some
extent, meteorogic fluxes are relatively easy to measure and generally

represent the primary terms in the balance,

- 2=15
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2.3.1 Factors Influencing Nutrient Sources

Polnt sources of nutrlents are influenced by a number of
factors, including tributary population, types and amounts of
industrial or commercial ar.:tivil;.y, and types and degrees of
waste treatment. The kinds of materials being cycled through
the urban and industrial systems are also of importance {e.g.,
detergents) . Point sources generally exhibit marked diurnal,
weekly, and seasonal perlodicities which reflect variatio‘ns

58,82

in cultural activities . In contrast to nonpoint sources,

they are relatively easy to measure and trace.

The flux of nutrients from a watershed can be viewed as
leakage from the resident terrestrial ecosystems. Likens and
Borman52 have discussed the varlous processes which are responsible
for the input, cycling, and loss of nutrienta in terrestrial
systems. Generally, cultural interventions tend to Open‘the
relativ-aly closed nutrient cycles of natural terrastrial
environments. This results in an increased flux of nutrients
from the watershed and in ap increased potential for water
quality problems. Ths concept that management of water quality
entails management of the terrestrial environments has become
the fundamental theme of programs for controlling nonpoint
sources of water 1:!011111:.1.1::::2"52 .

Some nutrients are more tightly conserved than others in

52
terrestrial systems . Blological uptake acts to consaerve
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2.3,1 Pactors Influenelng Mutriént Sources (continued)

nutrients by converting soluble forms to forms which are less
labile in the hydrologic cycle. Soil chemistry is an impertant
regulating factor. Erosion is a principal export mechanism for
nutrients which can be strongly adsorbed to soll particles and
are therefore filtered from percelating waters {e.g..phosphorus
or ammonla). The degree of adsorption depends in part uvpon soil
PH and clay coni,position48 . In contrast, nitrate nitrogen
generally does not adsord and is readily leached from the s0il
in surface runcoff and groundwaters 9'51. The reduction in the
potential for contact between surface waters and soils is con-

sidered to significantly increase nutrient mobility and export

from urban areas 3]2

8
The work of Likens et al. '34'5]&1: Hubbard Brook in New

Hampshire has demonstra.ted the relatively closed nature of the
nutrient ecycles in an undisturbad forest. The measured export
rate of phosphorus from one portion of the watershed was

21 g/ha-yr , compared with an input of 108 g/ha-yr in precipi-
tation 'and an annual internal cycling of 1900 g-P/ha-yr in leaf
fall alone.a Thus, only a relatively small fraction of the
phosphorus cycled within the watershed escaped in the hydrologic
outflows and the system appeared to be accumulating phosphorus
at the rate of 87 g/ha=-yr. A similar area which had been clear-

cut had an average export rate of 203 g-P/ha-yr, an increase of

about J0-fold over the undisturbed system., Most of this increase

2~-17
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2.3.1 Pactors Influencing Nutrient Sources (contipued)

was attributed to the particulate fraction (> 1 mm); the

corresponding increasa in the dissolved and fine-particulate

phosphorus export after clear-cutting was about two-fold.

The export of nitrate nitrogen increased about 50-fold and .

remained at that level for at least two yvears after olear-cutting.

Increases in nutrient export following agricultural ox
2,19,52,53,89,91

urban development have also been well~documented
Table 2,3-1 presents the results of an extensive literature
review conducted by Uttormark et al. % to summarize the available
data on the relationships between land use apd nutrient export.
The wide distribution of export rates within each land use
classification can be attributed to variations in such factors

. 52 19,89 B 3
as land use intensity , geology '8 19, 9'9,

8
drainage basin mrphology“' 9. In addition, the types of

, 801l type and
fertilizers, the timing and techniques of fertilizer applicationm,
sell structure, geography, and animal population characteristics
are considered to be critilcal factors in regulating nutrient
logses from agricultural watersheds 32'53. Population densities,
street sanitation practices, extents of paved surfaces, and
sewerage system characteristics regulate losses from urban
waterahedsn'g?. Exrrors in the mean flux estimates could also
contribute substantially to the variability of export rates

within each land use classification. Such errors would be

characteristic of estimates derived from sampling programs of




Table 2.3-1

Typical Values of Nutrient Runocff Coefficients
for various Land Uses According to Uttormark et al.

.Land use
Urban
Forests
Agricultural

Urban
Forests
Agricultural

NO3~N+NH, =N

kg/ha/yr
- fiigh Low Ave

5.0 1.0 2,0
3.0 0.5 1,6
10.0 1.0 5.0

Digsg, inorg-P

. kg/halyr
E:EE EEE AVe

1

‘2,0 0.5 1.0
0.1 0.01 0.0§
0.5 0,05 0.1

Total-N

kg/ha/yr
Zigh oW ave

10,0 2.5 5.0

~ 5.0 1.0 2,5

10.0 2.0 5.0

Total-P

kg/ha/yr
<lfnh Low ve
1.0
0,05
0.1

|

5. .
0.
1

S
o2
3

B — I - - I -
[~ —
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2.3.1 Pactors Influencing Nutrient Sources {(continued)

inzufficient frequency or length to provide an adequate basis

for calculation of a long-term—average flux. Hydrologic varia~
tions may also be important, since, as discussed below, concentra-
tion tends to vary less than flux in streame not dominated by

point sources,

The factors discussed above are responsible for variations
in loﬁg-term-average nutrient export rates from watershed to
watershed. Temporal varlations for a given watershed, as induced
by climatologic changes on various time scales, are also of
concern. An understanding of such varlations is eritical to
the interpretation of measurements of export rates obtained
over a particular time period. Because different types of
terrestrial ecosystems respond differently to climatologic
varlations, one would expect that both the mean and the varli-
ability of the nutrilent export rate would depend upon land use
distributions and upon various geclogic and morphologle char-

acteristics of the watershed.

The effect of variation ln streamflow on nutrient concen-
trations is of primery concern. Flow may influence concentration
via several mechanism59'39'41'62 . including: (a) energy effects
(streambed or land surface scouring during perlods of high flows,
heavy precipitation, and/or surface runoff);: (b} residence time

effects (higher flows permitting less time for entrapmsnt and
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2.3.1 Factors Influencing Nutrient Sources (continued)

utilization of nutrients in upstream terrestrial or aquatic
ecosystems); (c) dilution effects (dilution of upstream
point-source discharges or groundwater hase flows during high
flow periods). The interaction of all these mechanisms determines
the net responsa of nutrient concentrations in a given stream to
changes in flow., The responses of disscolved, suspended, and
particulate fractions are often quite different, reflecting the

relative importance of various export mechanisms.

Generally, rivers which are not dominated by upstream
point-source discharges tend to show less variation in total
nutrient concentration than in flux (concentration x flow). This
is true both in response to short- and long~terxrm variations in
hydrologic regime. For example, in developing a é-~year nutrient
budget for Shagawa ILaka, Mauleg et al 58 monitored nutrient
concentrations at weekly intervals on the Burntside River, a
major tributary with a heavily forested watarshed. The ranges
of the reported yearly-average flows, phosphorus fluxes, and flow-
weighted mean phosphorus concentrations were 34.6 - 83.5 x 106 m3/yr:,
429 -973 Kg/yr, and 11.7 -14.9 mg/ma, respectively. The corres-
ponding coefficlents of variation were 0.30, 0.26, and 0,09,
indicating that year-to~year varlations in concentration were
much less significant than variations in flow or mass flux.

No conelstent relationship betwean yearly average concentration

and flow was evident. Similarly, results from Hubbard Brook>2r51
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2,3.1 Factors Influencing Nutrient Sources {(continued)

58
and from the Burnteide River indicate a relatively small
response of total phosphorus or total nitrogen concentraticn

to seasonal flow varlations in forested watersheds.

Less extensive data exist to determine whether other
types of watersheds respond similarly to changes in hydrologic
regilme. Kilkus et al.‘mr found that ortho~phosphorus and ammonia
nltrogen concentrations correlated slightly positively with
flow in some primarily agricultural watershed in Central Iowa.
They suggested that thils could be a result of an increased
proportion of relatively high-concentration runoff during high
flow perlods. Cahlll et al.9 found a negative correlation
between total and ortho-phosphorus concentratlons and streamflow
during steady-stage conditions on the Brandywine River, which
drains a highly dlverse watershed in southeastern Pennsylvania
and Delaware. They suggested that dilution of upstream point
sources during higher flow periods was primerily responsible for
the observed behavior. Likewise, Wang and Evans®® found an
inverse relationship between ortho-phosphorus concentration and
flow on the Illinoils River. In a study of flow and concentration
data from various water quality sampling stations in the U.S.,
Enviro Contr0127' ohserved dilution effects in 8 stations out of
26 for ortho-phosphorus, but in only one station out of 42 for
total phesphorus. The Natilonal Eutrophication. Survey analyzed

concentration and flow data from over 200 watereheds and concluded

2m22
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Factors Influencing Nutrient Sources {(continued)

that, on the average, total phosphorus and total nitrogen
concentrations varied with the ~0.l1ll and =0.6 power of flow,

respectively.

The response of stream concentrations to storm events
is also of interest. Observed increases in suspended nutrient
concentrations during rising river stages have been attributed
to the sqouring of land surfaces and river bottoms with increasing

227,41 | 1n the Enviro Control study mentioned above 2/,

flows
total phosphorus was found to exhibit this behavior in 21 out

of 41 stations, whereas ortho-phosphorus exhibited it in 3 out
of 26, If the scouring of streambeds is an adequate explanation,
the response of a stream to a given storm would depend nct only
upon the spatial and temporal rainfall intensity pattern, but
also upon the antecedent dry-weather period, as the latter would
determine the amount of material stored in the stream bed at the
beginning of the storm. The consequences of this phenomenon on

the design of tributary sampling programs will be discussed in a

subsequent section,
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2.3.2 Epstimation Methods

Strategles for estimating the terms of a nutrient balance
can be classified as direct or indirect. bDirect eval_uation
entails the integratlon of flow and concentratlion measurements
obtained at or near the point of discharge of each source into
the lake. Indirect evaluation 1s based upon established
ralationships between fluxes or concentrations and the causall.y—

ralated factors discussed in the previous section.

The current state-of~the—art is such that direct estimation
methods are generally preferable, Indirect methods are most
useful in extrapolating estimates derived ffom direct measure-
ments. For axanplé, the nutrient fluxes from a glven watershed
might ba estimated from measurements on an adjacent watershed
with similar land use, geologlec, and morphomatric characteristics,
agsuming a drainage area proportionality or equivalent concen-
trationsez'ae. Nutrient fluxes from sewage treatment plants
can be estimated from population and type of treatment. Per
capita egtimation of nutrient sources from shoreline resldences
with septlc systems has been commonly employed‘BG. The latter
eatimates are suspec£ due to the complexities of the factors
determining the performance of such diaspesal systems. Unfor-
tunateiy, direct measurement of contributions from shoreline

28
aeptic systems 1s an alsoc dAiffleult task , and this can contribute

69
substantial uncertainty to the total mitrient budgets of some lakes .




2.3.2 BEstimation Methods {continued)

Comprehensive models for indiréct estimation of nonpoint
sources do not exist as yet, The relatively wide variations
of nutrient export rates for various land use categories
(Table 2.3-1} suggest that other faotors will have to be included
before sufficient accuracy and reliability can be achieved53. The
development of these models is essential to the understanding and

eventual control of nonpoint sources and thus to lake water quality

management ln general,

Direct evaluation of nutrient fluxes presents some particular
sampling and estimation problems. In order to obtain an average
flux estimate over a time scale &t , the foilowing integral must

be evaluated:

Iﬁt
wﬂt = it 0 qtctdt {2.3~1)
where

44 = Iinstantaneous flow {vol/time)

¢¢ = instantaneous concentration (mass/vol)

st average flux over time &4t (mass/time)

2-25
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2,3.2 Estimation Methods (continued)

Typleally, continuous measurements of flow are avallable. If
continuous, flow-welghted composite sampling 1s employed to
determine concentration, the integral can be evalvated directly
and the only errors in the estimate are the usual ones assoclated
with the measurement and analytical process. If only grab sample
concentration data are avallable, however, assumptlons must be
made about the behavior of concentration between sampling times.
This requires some assumptions which introduce estimation errors,

as well as meaSurement errors.

The various methods of computing average fluxes from
continuous flow and grah-sample concentration data differ in
their assumptions regarding the hehavior of concentration between
sampling times. The characteristics of the stream, in particular,
tha relationship between concentration and flow, determine which
method is appropriate. Generally, calculation methods which assume
a constant flux are appropriate for point-source dominated systems,
while methods which assume constant concentration axe more appro-
priate for use in systems dominated by nonpoint sources. These

concepts are dilscussed in greater detall below.

The approprlate calculation technique also depends upon the
time scale of interest. For instance, if a continucus flux estimate
1as desired, the data can be treated as a time series and interpola-

tion techniques can be employed to estimate fluxes between sampling




2.3.2 Estimation Methods (continued)

timessg'. Interpolation can be done on the flux versus time

axes if flux is found to be less variable than concentration,

or on the concentration versus volume (cumulative flow) axes

1f the opposite is true. If the time scale of interest is long
enough compared with the sampling frequency, the data can be
aggrégated and treated as samples from a statiopary population.

With appropriate adjustment in the equivalent sample size to account
for any serial correlation in the observationsd , this permits
estimation of both a mean and its varlance. The latter is useful

in establishing confidence limits and in identifying relative

needs for additional stream sampling.

In a study for the Army Corps of Engineers, Meta Systems52
developed nutrient budgets on various reaches of two major river
systems in north=-central Florida: the Oklawaha and the Withlacoochee.
For each reach, total nitrogen, total phosphorus, and BCDg balances
were de;reloped on monthly, yearly, and eight-year-average time
scales. Point sources of nutrients were generally unimportant in
these rivers. In this effort, this author investigated a number of
methods for estimating average fluxes from continuous flow and
grab-sample concentration data. For each station, nutrient, and
time scale, both the mean and variance of the flux estimate were
derived. The latter permitted evaluation of the statistical
significance of the nutrient accumulation teyms in varlous reaches,

relative to the errors inherent in the input and output estimates.
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2,3.2 Esgtimation Methods {continued)

Monthly balances were based upon regression models which
related concentration to flow, season, and time (trend). 1In
thes‘a nodels, it was necessary to ilncorporate interactions
bet;-.ween season and-flow, since the slopes of the concentration
versus flow regression lines were found‘'to vary significantly
with season at many of the stations. These models explained
between 23% and 70% of the variance in the log-transformed
concentration data at various stations. They were used in
conbination with the continuous flow records to generate flux

estimates and mass balances at monthly intervals.

To estimate yearly- and long-~term~average fluxes, five
methods were lnvestigated and compared, based upon the computed
variances of the respective estimates. "I'i'le formulas employed
are given in Table 2.3-2. Method 1 involved the direct averaging
of the products of sampled concentrations and corresponding f£lows.
According to Method 2, the concentration and flow data were
averaged independently. Method 3 was based upon the flow-welghted
average concentration and the average flow. Methods 4 and 5 were
based upon regression models which related sampled concentration
to a sampled flow. The model formulations were concentration
versus inverse flow and log (concentration}) versus log (flow),

raspectively.

On both time scales, the variances of the estimates derived
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Table 2.3-2

Methods of Bstimating Nutrient Fluxes
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Table 2.3-2 (continued)
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2.3,2 Estimation Methods (continued}

from Methods 1 and 2 were generally higher than those derived

using Methods 3, 4, or 5. Besides giving estimates with relatively
high variance, it can be shown tﬁat Method 2, in which flow and
concentration are averaged 1ndepe:;dent1y. glves biased flux
estimates if concentration is not independent of flow, whereas

the other methods all give asymptotically unbiased estimates. 1In
deriving long-~term (eight-year) flux estimates, no general dis-
tinction could be made amon.g the last three methods. Methods 3,

4, and 5 gave somewhat sharper estimates of phosphorus, BODg, and
nitrogen fluxes, respectively. In estimating yearly-average fluxes,
Method 3 was found to det;elop an advantage over Methods 4 and 5,

in that it required estimation of only one, as opposed to two

parameters.

Pased upon considerations of minimum bias, variance, and
computation effort, the results of the Cross=Florida Barge Canal
Study 62 indicated that Method 3 was preferable overall, For large
sample sizes, the reqression methods offered an advantage only if
the relationships between concentration and flow were significant.
Method 3 involved multiplying the flow-weighted average samplé
concentration times ths average flow over the entire period of
concern., This amounts to a "ratio estimate®” of the mean and
assumes that, on the average, flux is proportional to flow,.
Snedecox and Cochran 77 note that this type of estimate works best

in systems where the variance of the dependent variable {(flux)
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2.3.2 Estimation Methods {(continued)

increases with the magnitude of the independent variable (flow}.
They also'note that the ratio estimate {Method 3) is superior

to direct averaging (Method 1) only if:

pr > EE; : {(2.3-2)

where

Py = correlation coefficient ‘between
independent variable X and
dependent variable Y
Cx.CY = coefficients of wariation of X

and Y , respectively

In this case, the above criterion will be approximately
satisfied if the slope of a log (cﬁncentration) versus a log
{flow) regression is greated than ~0,5. As dilution effects
bacome important, the slope would approach -1 and direct
averaging {Method 1) would become preferable. For systems
not daminated by point sources, however, concentration would
be expected to be a weak function of flow% and the ratio

estimate would be generally preferable.

“See Section 2.3.1,
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2.3.2 Estimation Methods {continued)

In computing the variances of the flux estimates in the
Florida gtudy, independence of the samples was assumed. Serial
correlation in the observations would tend to decrease the
effective sample sizes for calculation of the mean and variance 4.
As will be discussed in the next section, such effects would be
expected to be small at the sampling frequences of less than one
per month, typical of the data used in the Florida study. &as
sampling frequency increases, however, serial correlation may
distort the mean and variance estimates derived directly from
the equations in Table 2,3-2. Interpolation techniques which
treat the data as time series may become superior to the methods
discussed akove. An approach to evaluating calculation techniques

under these conditions is discussed below.

A Monte-Carlo study would be useful as a means of evaluating
sampling strategies and calculation methods for estimating the
mean and variance of nutrient flux in streams of various charac-
teristics., Stochastic models for streamflow and concentration
could be identified and estimated from any high-frequency
sampling data available. The models would incorporate trends,
seasonal effects, and stochastic variations37+50:59 Relationships
between flow and concentration could be built into the deterministic
and/or stochastic elemente of these models. They could be used to
generate synthetic time series of flow and concentratlon which

could be sampled at various frequencles. Varilous calculation




Estimation Methods (continued)

methods could be applied to estimate the average fluxes from the
sampled.’data. This would permit comparison and evaluation of the
methods with regard to bias and variance. The accuracy of the
variance estimates derived from various methods could also be
assessed. Alternative model formulations and/cr parameter values
could ha used to test the effects of different stream characteristics
on the relative performances of the estimation methods and upon

the sampling frequencies required to provide estimates with given

arror bounds.
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2.3.3 Monitoring Program Design

In designing monitoring programs to provide basic data
for nutrient balance estimation, the particular characteristics
and perlodicities of the sources must be considered. In the
case of cultural streams, concentration or flux data may exhibit
cyclical variations at dally or weekly frequencies. Such
periocdicity has been observed in quantity and quality data from
municipal sewage effluentéSB'Bz. Industrial effluents may be
characterized by a high degree of variability. Because of these
aspects, continuous, flow-weighted composite sampling has been
most-often employed in streams of these types. However, continu-
ous sampling of nutrient concentrations has been done only rarely
in tributariesla. Accordingly, flux estimates in these cases
are most-oftan derived from grab-sample concentration measurements.
If this 15 the case, grab-sampling should be scheduled at roughly
equal volume, rather than equal time increments. This would

increase temporal frequency during high runoff periods (e.qg.

spring).

One problem in this regard is the potential impact of
storm events on loading estimates derived from infrequent grab
sampling. As discussed previously (Section 2.3.1), total
phosphorus concentrations have been observed to increase during
rising flows as a result of the scouring of land surfaces and/or
bottom deposit59'27'34'41 - Prief periods of high flows and

high concentrations can introduce considerable skewness into
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2.3.3 Monitoring Program Design {(continued)

LI

the distribution of total mass flux. As a result, average
fluxes estimated from dry-weather grab-sampling could be
considerably in error. One factor which would tend to reduce
the significance of this phenomenon is that it is generally
assoclated with the particulate nutrient fraction534'41.

Keup41 has suggeated that these materials settle out fairly
rapidly in downstreamlriver reaches as storm flows subsida

or eventually in lakes. The likelihood that they enter into
lake nutrient cycles is relatively small. However, periodic
grab-sampling should probably be supplemented with some sampling
during storm eventz in order to observe the variations of
nutrient concentraticns in the dissolved, suspended, and gross
particulate fractions. If large increases in the dissolved

and suspended fractions are evident over the course of a storm,
then periodic grab sampling alone may not provide a sufficient
bagls for mean flux estimaticon. The particular stqrm'events
sampled should have falrly long antecedent dry-weather pericds,

so as to allow sufficlent time for materilals to accumulate in

upstream river beds or on land surfaces,

The standard design for tributary sampling programs in
lake management schemes has typlcally been to sample all
tributaries at a given frequency, usually monthly or biweekly.
Given the objective of obtaining a total nutrient loading

egtimate which is unbilased and has minimum viariance, it would
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2.3.3 Monitoring Program Design (continued)

be of interest to consider whether apprecia.bie benefits would

be derived from optimizing the allocation of sampling effort

among the various streams, subject to a fixed total monitoring
cost. This problem is initially posed as a problem in mathematical
programaing and solved in Table 2.3~3, The cbjective is to obtain
a total leoading estimate with minimum variance, subject to a fixed
cost constraint which is :Lnit.{ally agsumed to be expressed as a
fixed tétal nunmber of samples, N . ‘The allocation 1is assumed

to be made among M tributaries, each characterized by a

variability k; and loading 1y . The solution is given by:

ny kcy94 Sy

w 5 T T (2.3-3)
E kye.q s ’
gy - 1 g=1 1

Thus, three factors determine the fraction of the total
sampling effort optimally allocated to stream 1 : k:l ¢
variablility; c; s average concentratlon; and g j ¢+ average
flow. 1In designing a sampling program according to this
scheme, the parameters could be estimated a priori based

upon a preliminary survey, land use, and hydrologic data.

The potentlal benefits of optimizing the sampling

program can be estimated by comparing the variance of the




Table 2,3-3

Optimal Allocation of Samples Among
Tributaries for Nutrient Balance Estimation

Problem Definition:

Select: n . i=l, M
M
To Minimize: 02 C I kz zzln.
T i 11
i1=]
M
Subject to: E n, = N
i=1
Where: n, = numbexr of samples allocated

to stream i
= total number of streams
= variance of total flux estimate
= total number of samples
k = variability of stream i

R = average flux of stream i

Solution: LaGrange Method of Undetermined Multipliers
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Monitoring Program Design {(continued)

estimate obtained from the allocation according to equation (3}
with the variance of the estimate for the case in which all

streams are sampled egually:

2 _ M YN 2

OTE = N .z 81 {2.3=4)
i=1

2 1 N 2

a = = (1s,) (2.3~5)

P RS2 ,

2 . 2

O ( s) 1 R

2 = 2 = __2 ( 03-6’

UTB MZI si 1l + CVE

where

agg = varjiance of estimate with equal
sampling allocations
02, = variance of estimate with optimal
T
sampling allocations
Eﬁ; = coefficient of variation of 8y +

iﬂl,H

If all B, are equal, Eﬁ; = 0 , and the optimal and egual

allocations coincide. As the differences in the streams

become more pronounced, reflecting increasing levels of EG; .
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2,3.3 Monitoring Program Design (continued)

the potential benefits of optimization increase.

The nutrient budgets of five lakes in the National
Butrophication Survey 86 have been examined to determine the
possible effects of cptimal sample allocations on the variances
of the mean loading estimates for some typical tributary
groupings. In estimating the optimal allocations, it was
agsumed that the weighting factors, 8; » were proportional
to the total phosphorus loadings, i.e., the variabilities were
agsumed to be equal. Varjiance ratios according to equation (6)
ranged from 0.15 to 0.88, corresponding to a range in the
ratios of confidence limits of 0.39 to 0.94. The most
pronounced effect was observed in a lake which had seven
influent streams, one of which accounted for 96.7% of the
total loading. The least pronounced effect was observed
in a lake with two inlet streams at a loading ratio of about
two to one. Thus, it appears that in some cases, appreciable
benefits could be achieved from optimizing the sampling allocca-

tions.

One means of improving the ahove analysis would be to
employ a more realistic cost constraint, which would not be
strictly proportional to the total number of samples. One

suoh constraint would be:




Monitoring Program Design (continued)

cC = a ni +b K

where ,

C = total cost

ngax = maximum value of n,
a,b = cost parameters

The first term represents the fixed costs of deploying a
sampling crew a total of nTax days during the year of
monitoring. The second term reflects the incremental

sampling and anelytical costs per sample.

A second improvement would be to account for possible
effacts of serial correlation in the observations on the
variance of a mean flux estimate for a given stream, Bayley
and Hammersly4 have shown that serial dependence can be
accounted for by using an equivalent sample size, ni + 1n

calculating the variance of the mean estimates

j==ni-l
Le = ;%——-l- E (ni-:n Pie
n/ i =1 ]

{(2.3~7)

{2.3-8)
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2,3.3 Monitoring Program Design {continued)

where,

t = sample interval = 365/n1 days

p = lag jt serial correlation coefficient

jt

A number of invest::l.gators”'so's'g's0 have shown that high-
frequency components of stream water quality data can be
modelled reasonably well as a first order, autoregressive
(Markov) proceas with a serial correlation coefficient in
the range of 0.7 to 0.9 at one day lag. For such models,

Matalas and Langbeins7 have shown that equation (B} reduces

to:

t
(ﬂ {p - np +n - 1}} (2.3_9)
(ot - 1)

where,

p = lag 1l day autoregression coefficient

This equation is plotted on log-log scales in Pigure 2.3-1

for various values of p . At a monthly sampling frequency.,

the effect is relatively insignificant and ni = ng . Ag




Effective Number of Samples per Year
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Figure 2.3-1

Relationship Between Bffective and Actual Sample
Sizes in Calculating a Mean Generated by a Lag
One Markov Process
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2.3.3 Monitoring Program Design (continued)

sampling frequency increases, the effect becomes more
pronounced. For values of betweaen 0.8 and 0.9, there is
little difference in effective sample size between weekly

and daily sampling frequencies. Thus, if the objective is

to estimate a mean value, a weekly sampli_xig program would
provide about as much useful information as a daily one.
Lil:tenma:l.erso has discussed the implications of this on
monitoring program design and has employed the effective
sample size concept in studying the powers of nonparametric
tests to detect trends in water gquality data. Incorporation
of these effects into the mathematical programming model would
tend to make the optimal allocations more equal than indicated

by equation (3).

In real applications, equation {(3) might be used as a
rough indication of desirable sampling program design from a
nutrient pudget standpoint. Incorporation of a more realistic
cost function and consideration of the effects of seriai
correlation on the variance of the mean would tend to suggest
a more even allocation of sampling effort than that indicated
by equation (3). The benefit in terms of increased precision
in the loading eastimate would tend to increase as the similari-
ties of the samplsd streams decrease, In many cases, egual
allogation of sampling effort would not be far from the optimal

design. Since monitoring programs are usually multi-objective,




2,3.3

Monitoring Program Design (continued)

other factors may have to be considered before arriving at-

the final program design.

Rationally, the sige of the sampling effort should depend
upon the required accuracy of the nutrient budget estimates.
Thig, in turn, should depend upon the reguirements of the
particular lake model employed and upon the potential impact
of errors in the flux estimates upon the decisions made or
managemant policies selected. Historically, however, little
effort has been made to place confidence limits on nutrient
budgets. The design of sampling programs has been dictated
by "rules of thumb" and budgetary contraints. Aas the state-
of-the-art advances, the increased interest in making
probabilistic water guality projections .should eventually
provoke an awareness of the errors involved in nutrient
budget estimates. Systematlic approaches to lake monitoring,
modelling, and manaqging efforts will, in turn, involve more

rational monitoring program designs.
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2.3.4 Interpretation Problems

A lake's nutrient budget which has been estimated based
upon monitoring data obtained during a given perfod may not
reflect average conditions. If a lake model is to be used to
predict long~-term water qﬁality changes resulting from various
management strategies, long-term=average nutrient loadings from
various sources in the watershed must be estimated. Likewisé,
if there are lake~specific parameters in a steady-state model,
the parameter values would have to be estimated from observations
made on the lake or its outflow under steady-state conditions.
Fluctuations in cultural, hydrologic, and meteorologic factors
can cause year-to-year variations in the nutrient dynamics of
watersheds and lakes. These variations introduce uncertainty
into the extrapolation of monitored input and output fluxes to

long~-term-average conditions.

There are no data known to the author which would establish
whether significant long-~term variations in the export of
nutrients from watersheds under culturally-stable conditions
exist. The errors inherent in the measurement of these fluxes
based upon grab sampling may have obscured our ability to detect
such variations, howaver. The time scale of the natural evolution
of terrestrial ecosystems and any resultant changes in nutrient
export is probably beyond the planning horizen. Since concentration
is geperally a weak function of flow in tributaries not dominated

by point sources, the flux for an average hydrologic year can be




2,3.4 Interpretation Problems (continued)

approximated as the product of the measured flux and the ratio
of average flow to the flow during the sampled year. This
assumes that the watershed is under fairly stable conditlons

and that no significant interventions which would influence
nutrient trapping or release within the watershed occur during
the period of sampling. The Natlonal Butrophication Surveyas
has used essentially this procedure, with the exception that

the ratio of flows was ralsed to the .89 power, assuming that
average phosphorus concentration varies as the -.1l power of
flow., This slope was derived from an analysis of flow and
concentration data from over two hundred watersheds with fairly
heterogeneous characteristics. In the case of point sources,
which are not hydrologically-mediated, fluxes are usually assumed
to be independent of flow. If the distinction between point and
nonpoint sources cannot be easily made, the relationship between
concentration and flow. can be examined graphically and, if a
significant slope is apparent, a regression model can be employed
to estimte'loading during an average hydrologic year 9’33.
Assuming that watershed condit_ions are relatively stable during

sampling, the adjustment of lcading to average conditions can

thus be made relatively easily.

Estimating the output and accumulation terms of a lake's
nutrient budget under average conditions is a much more difficult

task. In order to do this, assumptions must be made about the
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2.3.4 Interpretation Problems (continued)

dynamics of the nutrient trapping mechanisms within the lake.
Estimates of the retention coefficient, defined as the fraction
of the influent phosphorus which does not leave in the outflows,
are required for the applications of Dillon's modelle'l,7 which
will be discussed in the next section. In converting observed
phosphorus and nitrogen outflows to an average hydrologic year,
the National EButrophication Survey {NES)B6 has employed the

same techniques used in converting the nutrient inflows. The
following analysis guggests that this may have introduced some
significant errors in the accumulation rates, retention coeffi-
clents, and average outlet concentrations reported by the NES.
This is particularly true for the lakes which were sampled in
1972, which was a relatively wet year, characterized by a yearly
flow to average flow ratio of about two, for many of the midwestern
and rmortheastern lakes sampled. T;opical storm Agnes occurred

in late‘June of 1972 and could have had a profound effeot on the
nutrient and hydrologic budgets of many of the lakes sampled that

year.

Assume that the lake's nutrient budget can be summarized in

the following four terms, which are measured during a given year:

Ly = diffuse source loading {g-P/mz-yr)
Lb = point source loading (g-P/mz-yr)
L, = outflow _ tg-P/mz-yr)
L. = accumulation rate {g-P/mz-yr)
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2.3.4 Interpretation Problems (continued)

From a steady-state mass balance:

Ly = Lg+1L, -1 (2.3-10)

In converting these terms to long-term averages, the NES has

essentially employed the following conversion scheme:

FETRES 482
L' = L (2.3-11)
P P
TR &

wherea

g = average-year flow/sampled-year flow.

The corresponding expressions for the sampled and average

retention coefficients are given by:

R = a__ ., e d o _ (2.3-12)
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2.3.4 Interpretation Problems (continued)

L+ L, q.BQ_ L q.a9
R® = -2 = (2.3-13)
L +L.q 92
=] d
For L, << Ly«
o
R' = -5 = R, independent of q (2.3-14)
d
For LP>> I'd +
L - Loq.ag
R & ebaeml (2.3-15}
L
P

The analysis shows that, fof lakes dominated by nonpoint
sources, the corrected retentlon coefficient, R , equala\
the sampled retention coefficient, and is, therefore, inde-
pendent of flow. This result is contrary to the empirical
equation of Dillon and Kirchner"? which expresses R as a
function of Q8 , the surface overflow rate (= outflow/

surface area). This equation predicts that R should Qecrease

from one to gero with increasing flows. The above result is




2.3.4 Interpretation Problems (continued)

also contrary to the intuiti#e argument that higher flows
should permit less time for the physical, chemical, and
bisloglical reactlons responsible for phosphorus trapping to
occur within the lakes and should therefore result in lower
retention coefficients. For the lakea dominated by point
sources, the predicted response of the retention coefficient
to changes in flow is correct in sign, but likely to be in
error, since no consideration has explicitly been given to the

factors controlling nutrient trapping in the lakae.

Another difficulty in interpreting lake outflux data is
that of assuming steady-state. One would expect the nutrient
dynamics to respond faster to changing conditions in low residence
time lakes. Howeaver, equilibration of lakewater/sediment exchanges
may occur on a mich longer time scale than indicated by the
hydraulic residence timeqa'ss. There is a general problem of
declding whether the nutrient cutflux is in eguilibrium with
long-term or short-term hydrologic, and meteorclogic, or loading
conditions. The net result of these problems is that measurements
of nutrienf‘outflowsl accumulation ratea, and retentlon coeffi-
clents are relatively difficult to interpret in terms of average
conditions, unless the measurements have been taken over sn
extended pericd of time. Such a period should probably encompass

at least three hydraulic residence times, or one year, whichever

is greater, and under hydrologic, meteorcleogic, and nutrient
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‘I’ 2,3.4 Interpretation Problems (continued)

ioading conditions which are relatively stable and not far from
averaga. One prilﬁary consequence is that lake models which rely
upon measured lake concentrations or retention coefficlent values,
such as Dillon's modef' 7. have more demanding data requirements

than those which rely upon estimates of inlet f£luxes alone. The
data requirements are more demanding both with regard to the number

of gtations sampled and to the required length of the monitoring

period.




2.4 A Review of Lake Models

Models which have been proposed for use in mapaging lake
water quality can be characterized along various dimensions,
including empirical versus theoretical, deterministic versus
stochastic, stratified versus mixed, and dynamic versus steady-
state, There is a correspondingly complex array of assumptions,
applicabilities, and data requir;aments. To facilitate discussion
of existing models, they have been separated into two categories.:
Yempirical" and "theoretical™. Models which foocus on nutrient
concentrations, relying upon observed correlations between nutrient
concentrations and eutrophic symptoms, have been included in the
Yempirical® group. The relatively complex systems models which
attempt to directly predict lake response by simulating the various
physical, chemical, and biological processes have been included in
the “theoretical® group. Since the empirical-theoretical diwension
is continuous, the distinct classification  of the models is
somewhat artificial and has been made only as a means of organizing
the discussion. Generally, models of the former group have relatively
low data requirements and are applicable to long-term management
criteria, while models of the latter group require more data and
are applicable to short-term, critical statss, as well as long-term

criteria.
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2.4.1 A Review of Empirical Models

The models of VOllenweiderga'gsand Dj.lli:n'lzl'e'_:l'B are based

upon empirical relationships among trophic states, phosphorus

input rates, and various morphometric or hydrologic variables.
Derived ‘on data from northern temperate lakes, these models

are applicable to steady-state, yearly-average conditions and

focus on phosphorus as the limiting nutrient. They rely heavily
upon correlations between total phosphorus concentrations (mean
annual or at spring overturn) and lake trophic state, or indi-
cators thereof, such as mean midsummer chlorophyll-a concentrations.l4
These models are characterized by their simplicity and relative

ease of application. They have been posed in graphical form and

require relatively little data to implement.

The areal loading of total phosphorus {g‘/m2 lake surface-
year) 1s a critical variable in each of these models. Accordingly,
the kinds of data and methods employed in the formulation of a
lake's nutrlent balance, as discussed previously {(Section 2.3),
are particularly important to successful implementation. The
models will be discussed in the chronelogical order of the
development, which also corresponds roughly to decreasing empiricism

and increasing data requirements.

953
Vollenweider's first model” predicts trophic state as a
function of total phosphorus loading, L (g/mz-yr) and mean

depth, 2 (m) (Figure 2.4-1), In developing this model,




2=-55

2,4.1 A Review of Empirical Models (continued)

Vollanwaelder plotted data from 18 lakes on log L versﬁs log 2
axes and drew two lines which roughly separated the three trophic
states. Eutrophic lakes were generally located above ; "dangerous"
loading line, and oligotrophic lakes, below a "permissible™

loading line. The slopes of these parallel lines are about 0.6,
indicating that a doubling in mean depth would permit a 60%
increase in loading without a change in trophic state. This is
the first, simplest, and pefhaps most wldely cited of any general

eutrophication model.

Vollenweider's second l't'm:nflelg5 was developed on an expanded
data base of 31 lakes. It predicts trophic state as a function
of phosphorus loading and surface overflow rate, the latter given

by:

= 2 -
Qs=§-,r (2.4-1)

where

QS = surface overflow rate (m/yr)
Q = mean annhual outflow (ma/yrl
A = lake surface area (mz}

Z = mean depth (m)

T = mean hydraulic residence time (yr)
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2.4.1 A Review of Empirical Models {continued)

This model, depicted in Figure 2.4-2, incorporetes the not'ion
that lake flushing rate, 1/T , in addition to mean depth,
determine the response of a lake's trophic state to a glven
nutrient loading. The model is somewhat more theoretically-~based
than Vollenweider's earlier attempt, although the locatlons of
tha lines in Pigure 2,4-2 were still e;'npirically determined.

The slopes of these lines are about 0.5, indicating that a
doubling in eurface overflow rate would permit a 50% increase

in phosphorus loading without a change in trophlc state. This
model has been referred to extensively in the working papers

of the EPA's Natlonal Butrophication Survey‘aﬁ.

Di].ln:n'a]":-'-]'8

has extended Vollenweider's second model by
coupling it more closely with the phosphorus mass balance.

He defined the retention coefficlent, R , as the fraction of
the influent phosphorus which is trapped in lake sediments, or,
equivalently, the fractlon which does not leave in the lake's

outflow. According to mass balance equation, the retention

coefficient 1s given by:

n=1-u=1_2 (2.4-2)
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2.4.1 A Review of Empirical Models {continued)

where

R = retention coefficlent

co average outlet concentration (g/ma)

average inlet concentration (g/mal

A

In Dillon's model {(Figure 2.4-~3)}, the lines delimiting trophic
state correspond to solutlons of the steady-state phosphorus
balance equation for mean outlet concentrations of 0.0l and
0.02 g/ma, respectively. In Figure 2.4-3, Dillen's original
axesla, L{1=-R)T versus 2 , have been transformed to the
equivalent form, L versus QS/(1-R) . This transformation
isolates the design variable, L , on the y-axls and permits

a more direct comparison with Vollenwaider's models.

In applying Dillon's model, the retention coefficlent
must be determined, in addition to L, Z, and T. For a glven
lake, R can be estimated from input/ocutput measurements, or,

if such are not avallable, from an empirical equation deriwved

by Kirchner and D1110n4% which allows estimation of R as a

function of the surface overflow rate:

RD = 0.426 e 27195 | g,574 7004908 (2.4-3)
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2.4.1 A Review of Empirical Models (continued)

This equation had a correlation coefficlent of 0.94 with data
from fifteen oligotrophic and mesotrophic lakes, primarily in

gsouthern Ontario.

In using the model to estimate "dangerous” and "permissible"
loading levels, the assumption is made that R (or RD } is
independent of average inlet or average outlet concentrations.
This is equivalent to assuming that phosphorus decays from the
lake system in a first-order fashion. Such an assumption seems
contrary to the saturation kinetics typically employed in
modelling algal productivity as a function of phosphorus
concentration47. These kinetics predict a zero-order dependence
at high phosphorus concentrations, with a half-gaturation param-
ater in the range of 0.01 g/m3 . Other, chemical or physical
mechanisms for phosphorus removal (e.q., precipitation, floeccu=-
lation, and particulate settling) may exhibit firat-order
behavior, however. Time series. data on the response of the
retention coefficient to a reduction or increase in phosphorus
loading for a number of lakes would be helpful in clarifying
this issue. BAlternatively, if an empirical model for the
retention coefficient (such as equation (3)} could be shown
te have parameter values which are independent of concentration
{or loading), then the first-order assumption could bhe applied
with increased confidence in predicting a lake's ultimate

{steady-state) response to a reduction or increase in loading.
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2.4.1 A Review of Empirical Models {continued)

1

Dillon 5has reviewed early attempts at simple, theoretically

based input/output phosphorus models, The basic model of this

type was initially proposed by VOllenWeider94. This scheme repra~

gents a lake as a completely mixed reactor from which phosphorus
is removed via a simple, first—order reaction. The steady-state
solution for the average outlet { = average lake} phosphorus

concentration is given by:

where

g = effective first-order reaction
coefficient for phosphorus removal
(1/yr)

vollenwelder found that o , the so~called "sedimentation
coefficient", was generally not constant across the limited
number of lakes for which data were available. He subsequently
made a series of modifications to equation (4) to attempt to
account for various inadequaoies, in particular the completely-

mixed aasumptionls'?s

A host of more theoretically-based models of phosphorus




2~51

2.4.1 A Review of Empirical Models (continued)

dynamics in lakes have grown out of the early attempts of
vollenwelder., Complexities of various forms have been
incorporated into equation (4}, resulting in multi-box
versiong’?+56,63,78 (epilimnion, hypolilrmion,. and/or sediment),

63,78

multi-component versions (dissolved P and particulate P),

and non-stéady-state versions 56'63'7% the latter intended to
simulate seasonal and/or long-term responses., The common
factor in all of these models is the explicit consideration
of phosphorus or forms thereof. This distinguishes these
models from the more complex dynamic ecosystem models, which
exyploitly consider other chemical and biological components
and are often built upon elaborate hydrcdynamic mode1gt ¢ 20s21~24,72
In a management context, however, the more empirical models of

Vollenweider and Dillon have received the most attention and

application.
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2.4.2 A Review of Theoretical Models

Relatively complex systems models have also heen proposed
for use in managing leke water quelity. Thelr theoretical
bases, flexibility, and ability to handle spatial and temporal
heterogeneities offer potential advantages over the relatively
simple models discussed above. In application, they can be
used to makae predictions which relate directly to short- or
long-term water quality management criteria. This permits
stralghtforward comparisons of management strategiesGT. Using
simulation and sensitivity analyels technigues, these models
can also be employed to investigate the relative importance of

various mechanisms in controlling water quality. Such results

can be used, in turn, to suggest effective control strategiesss.

The complexitiea of these models render them relatively
difficult to apply. Their data requirements are extensive and |
lack of sufficient data often severely limits effective and
proper use. The eiaboral:e spatial and temporal resolutions of
these models are often not warranted in view of the natures of
the data bases used for verification, parameter estimation, and
for specification of boundary conditions. Typically, large
numbera.of parameters must be estimated, based upon cobservations
of experimental systems or of the lakes themsalves. Because
some of the important processes are not well-understood
theoretically, numerous structural assumptions are also required.

The multi-dimensicnality and inter-dependence of the structural
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2.4.2 A Review of Theoretical Models {(continued)

and parmtriq assumptions make it difficult to assess potential
errors in model projections. Finally, in contrast to some of
the simple models discussed in the previous section, specialized
professionals and computers are required for successful imple-

mentation.

Applications of these types of models can he grouped into
two generaly categories: ecologically-orlented studies anc'_i
water—quality-oriented studies. The former are characterized
as relatively fundamental, scientific investigations, whereas
the latter pertain more directly to specific lakes and
management problems and are more in the realm of enginearing,
The theoretical components shared by these models have gradually
avolved, baaed upon trial-and-error simulationa and upon inde-
pendent experimental evidence gathered in laboratery microcosms
or in situ. With regard to autotrophic communities, recent
theoretical contributions have been made by Bannister 2 {light
effeots) and Grenney et al.30 (nutrient storage effects).
Lassite’ has conveniently summarized the functional forms
frequently uﬁed in representing various chemical and bioclogical
processes In aguatic ecosystems. This work is a useful reference
in model building, although an analogous compilation of parameter

estimates 1s lacking,

Ecological investigations have focused on the structures
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2.4.2 A Review of Theoretical Models {continued)

and interactions of the aguatic food chain??:49:64,76 g

genexral goal of this type of work has been to determine to what
extent the interactions between and within the various trophic
levels can be simulated based upon current understandiﬁg of the
individual processes and relationships comprising the system.

In this work, qualitative agreement hetween observed and

simulated behavior is gemerally sought, but direct, quantitative
comparisons of ohservations and predictions are rare. Typlcally,
the consequences of structural assumptions on the hehavior of

the systems of'equations have been examined and used to generate
hypothesis concerning important controlling factors 7? An
increased emphasis on multispecificity in these models has evolved.
Similating the seasonal successlon of algal specles as controlled
by physical, predatory, and nutritional factors has been the
subject of works by Lehman 55.91349 and Grenneygg. "CLBMI"'G4
{Comprehensive Lake Ecosystem Analyzer) is a recent attempt at

an elaborate ecosystem model, having grown ocut of the efforts of

the International Blological Program.

The coupling of ecosystem models with water quality models
and their application in a management context have grown
principally out of the early work of Chen and Orlobloand
Thomann 55_9330. The latter group has published modelling
studies of the Sacramento Rivezzl » Potomac Estuarfa » and the

Great Lakeg?2+24¢25.83 . among others. The underlying structural
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2.4.2 A Raview of Theoretical Models {(continued)

assumptions of Ithese models have not changed much. Increasing
emphasis has been placed upon an effective display of results
and sensitivity analysis 24 the work of Thomann et al. on
Lake Ontaric®? is a good example of the effectiveness of sensi-~
tivity analysis in studying the dynamios of these systems. &
diagram of the control pathways typical of models of this sort

is given in FPicure 2.4-4.

The evolution from single-specific to multi-specific
reprasentations of the algal community is an important advance
in promoting realism and permitting mré direct comparisons of
model predictions with cbserved seasopal succession in algal
populations 6'46’66'67'70. In a management view, the capability
of differentiating among the various desirable and undesirable
algal groups would been obvious benefit resulting from the develop-
ment of multi-specific models. Scavia et a_]._.70 applied a one-
dimensional, single-specific model initially developed and cali-
brated for Lake Ontario to each of the Great Lakes. They found
that it wasg necessary to "tune" two important parameters in ordar
to achieve "acceptable" agreement between observed and predicted
chlorophyll and nutrient levels in each of the lakes. Ome of
the parameters was the half-saturation constant for algal growth
on phosphorus; the other determined the effect of food concen-

tration on zooplaﬁicton growth rate. Since the Great Lakes

roughly span the path of & single lake through the trophic




Figure 2.4-4 -

Biological and Chemical Systems’ Dlagram for

Lake Ontario Hodal“
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2.4.2 A Review of Theoretical Models {continued)

states in time, they concluded that a single-specific model
with constant parameters would be inadegquate to simulate the

eutrophication or recovery of a given lake:

"For an ecological model to be able to predict
ecological changes occurring during eutrophication,
it must include at least saveral compartments in
each level of the food chain to allow natural
selection to be simulated. In this way, "recal-
ibration" will take place automatically as succession
and adaptation would in nature."

In this view, multi-specific models will be necessary for
application in predicting long-term responses to changes in
nutrient loading. The resulting enhanced complexities would
present no particular computational problem, but would multiply

parapeter estimation dlfficulties.

This author was ilnvolved in monitoring and modelling
studles carried out by Process Research, Ine,, on the Charles
River Basin®®/®7, The goal of this work was to develep a )
model to predict the impact of varlous management programs
upon swimming quality in thils nine-mile-long impoundment.

A dlagram of the control pathways in the model is given in
Figure 2.4-5. An analysis of exlsting and projected future
conditions indicated that transparency and coliform bacteria
levels were the two factors most severely limiting use of the

basin waters for swimming. Due to the presence of relatively




2.4.2 A Review of Theoretical Models (continued)

high levels of background turbldity and color, light was an
important environmental factor, controlling both algal growth
rates and collform decay rates. An examination of the algal
population data indicated significant shifts in qlgallspecies
and denéities with river reach and season. These shifts
correlated with surface-water salinity changes induced by
penetration of sea water upstream in the form of a salt wedge.
It was necessary to jinclude three algal types in the model in
order to achieve adequate agreement between simulated and
abserved algae and transparency data. This is another instance
in which a single-specie model was found to be an inadequate
representation of the algal population dynamics and the resultant

impact on water quality.

In some applications, the essentlal aspects of the complex
models can be surmarized into relatively‘simplé formulations,
which retain realism, but require substantially less data and
effort to apply. An example of such work is that of Lorenzen

54,55

and Mitchell ¢ who developed a model for predicting the

theoretical effects of artificial destratification on algal
production in lakes and impoundments. In this effort, &
general equation describing the rate of change of algal con~
centration in a lake was simplified in successive stages.
Assuming that the lake was well-mixed above the thermocline,

and that the primary term accounting for algal loss was

2-68
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2.4.2 A Review of Theoretical Models {continued)

respiration, the growth equation was simplified to:

4ac
a = pC - ¢ {2.4-5)

where

growth rate (1/day)

=
1

r = resplration rate (l/day)

C = algal concentration (g/m3]

For eutrophlc lakes, the effect of nutrient concentration on

u was assumed to be negligible, and, accordingly, W was con-
sldered to be a function only of available light. Respiration
rate was assumed to be constant, Both u and r were to be
evaluated at typical, mid-summer epilimnion temperatures,
Employing traditional formulations for the effects of light
intensity on u and for the effects of algal concentration

on the light extinction coefficlient in the water column, Lorenzen
and Mitchell obtained an expression for the peak light-limited
biomass per unit area by setting the integral of equation (5)
over an averat_.:l.ing time period, AT , equal to zero and solving

for C2Z:
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2.4.2 A Review of Theoretical Models (continued)

[

8T 1 (AL () + (1 +Mott12)2) dt

‘21t

-2/2 < £ < )/2

o, otherwise

e = a+pCRax

where,

light-limited biocmass (g/m3}
mixed depth (m)
maximum growth rate (1/day)

incremental light extinction
coefficient due to algae {m2/g)

background light extinction
coafficlent (m~1l)

total extinction coefficient (m~1)
light/depth integral (dimensionless)

day length (hrs)

time interval for averaging {2 24} (hrs)

surface light intensity at noon (lux)

gsurface light intensity at time of
day t {lux)

time of day, plus or minus from solar
noon (hrs)

parameter describing the effect of
light intensity on algal growth rate

2=70

(2.4-6)

(2.4-7)

(2.4-8) .

{2,4-9)

(ux 1)
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2.4.,2 A Review of Theoretical Models (continued)

It was further assumed that the peak nutrient-limited biomass
was given by a concentration Cﬁaﬁg/ma) ¢ Wwhich depended upon
the availability of nutrients in the 3ystem. The value of X

could be estimated from:

cgax o “o/y (2.4-10)

where

N = limiting nutrient concentration at
beginning of summer stratification
period (g/m3)

¥y = nutrient content of algal bilomass
{g-nutrient/g-blomass)

This essentially treats the lake as a batch reactor,
ignoring any effects of nutrient inflow or outflow

between the times of spring overturn and peak biomass.

For some typical parameters values, Lorenzen and Mitchell
summarized the results in graphicai form by plotting peak
nutrient-limited and light-limited blomass against depth
(Figure 2.4-6). The nutrient-limited line has a positive

slope, while the light-limited line has a negative one. Peak

2=71
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2,4.2 A Review of Theoretical Models (continued)

biomass would be restricted to the region below both of these
lines. Accordingly, biomass would be nutrient limited if the
mixed depth were lass than the 2 wvalue corresponding to the

intersection of the two lines, and light-limited, otherwise.

These results were used to explain observed variations
in the response of lakes to artificial mixing, which was
agssumed to effectively increase mixed depth. The model
predicted that nutrient-limited lakes would show increeses
in peak biomass as a result of mixing, whereas light-limited
lakes would show décreases. This was suggested as a theoretical
basis for estimating whether or not mixing would be beneficial

to a given lake.

A difficulty in applying this model is that associated
with the estimation of the various parameters and in evaluating
the light/depth integral, F , which had to be done numerically.

81

To simplify the latter, Sykes ~ employed Steele's 79 formulation

for algal growth rate as a function of light intensity:

I{z,t)
(1 -—=220
= I (z,t) Ig -
p Mo — T © (2.4~11)

where

Is = sgaturation light intensity,
characteristic of algaa (lux)
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"2.4.2 A Review of Theoretical Models (continued)

Integration of this expression over mixed depth, Z , and
incoxrporation into the Lorenzen~Mitchell model gave the

following expression for the light/depth integral:

_Is(t) o-t2 _Io
2,718 (AT Is - e ls -
Fo= === |l e °5) dt {2.4-12)

For parameter wvalues over a reasonably wide range, Sykes
demonstrated that the first term in the integral was essentially
equal to one, while the second term equalled one during the
night and averaged near gero dulring the day. Thus, for a 24-hour

period and daylength A , the integral can be evaluated as:

2,718

3z [(1=-0} % + {1-1){(24-))])

2.718 X
24

Sykes néglected ta include the daylength factor, A/24 , in
his result. Despite this oversight, he made a substantial
contribution by greatly simplifying the evaluation of the

light/depth integral term in the Lorenzen-Mitchell model.
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2.4.2 A Review of Theoretical Models {(continued)

With this simplification, according to egquations (6) and
{13}, application of the model can bhe made with estimates of
the following parameters: um /r , o, B, “o s ¥ , and
A . Literature values for "max/r are generally in the range
22,24 2 54
of 10~20, B ranges from 0.2 to 0.4 m“/g , and a from 0.1 to

34

m-l . The first two are. fundamental characteristics of

> 1
the algae and would not be expected to vary much from lake-to-

lake. The last parameter, a , is more lake~specific.

Purther simplification of the parameter estimation problems
for a glven lake might be facilitated with the use of Secchi disc
observations. A number of j.n1.-re51:;=.|5|eu:oz.'s36"3‘4 have shown that the
8ec§hi dapth is inversely related to the extinction coefficient

in the water column:

2_e¢ = k {2.4-14)

ﬁhere

Z; = Becchl depth (m)
€ = extinction coefficlent {m-ll

k = dimensionless parameter




2.4.2 A Review of Theoretical Models {continued)

16

Holmes has shown that the value of k is approximate_ly’l.iﬂa.

Combining this equation with equation (9):

i _ _o+ BC (2.4-15}
2%s k

It is assumed that Secchi depth observations are available over

the course of a year, and that o , the residual, or non-algal

portion of the optical density 1s independent of season. The '
maximum Secchi depth would be observed when algal biomass is
at an insignificant level. Accordingly:
1 _ . 2 (2.4-16)
max k
A
g
@ = 5 o LM (2.4-17)
g z
g s
Likewise, auring peak algal biomass periods, the Secchi depth
would be at a mimimum:
ma X
BC
1 1 ax 1 L
= —_ +4-18
zmin=k(a+ﬂl:i' ‘)azmax"' " {2.4-18)
s =3

2=76
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2.4,2 h Review of Theoretical Models (continued)

If the peak blomass is not putrient-limited, equations (6), (13),

and (18) can be combined to give:

1 _ 1_umax
zmin‘- P P (2.4-19)
8
Ynax Z 12.71 2
- = e = min {2.4-20)
k F 2 n Az

Thus, this scheme permits application of the Lorenzen-Mitchell
model with knowledge of the maximum and minimum Secchi depths,
spring nutrient concentration (N,) , daylength (A} , and the
stoichiometric parameters B and y . The first four are
directly observable. The last two are fundamental characteristics
of algag and would not be expected to vary much from lake to lake.
"max/r- is also a fundamental parameter, and agreement between
the predictions of equation (20) and the literature range of 10
to 20 could be viewed as a partial verification of this approach.
For Onondaga Lake, New York, for example, equation {20) has been
evaluated from mixed depth { Z=7.2m} and Secchi observétions
{ Zzin = 0.5 m) to yield a value of 12.1 for umax/r , within
the range of reported values. 5imilarly, for this lake a value

of 0,58 for a has been estimated from equation (17), based

upon an cbserved maximum Secchi depth of 2,5 m. BApplication




by
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2.4.2 A Review of Theoretical Models {continued)

of this scheme to mﬁudaga Lake will be discussed further in
Chapter 3. The above.is intended as a demonstration of how
simplification of the general queationé describing algal dynamics
can yleld model formulations which have realism and which are

relatively easily applied to address specific problems.

2.5 Analysis of Empirical Approaches

The relatively widespread application of the models of

nls'l%or predicting lake trophic

VOllenweiderga'ggnd of Dillo
state has resulted primarily from their attractive simplicity,
relatively low data requirements, and initlal successes. A
valid criticism of these models is that they have been derived
from genexrally small and aomeyhat restrictive data bases. This
has occcurred more out of necessity than out of choilce, because
of the limited availabllity of data. The empirical nature of
these models leads to questions about theilr validity in lake
systems 'other than those from which they have been der:i.yed.
While they are all based upon the sound concept that nutxients,
in particular, phosphorus, partilally contreol rates of eutrophi-
cation, ‘the parameter estimates, l.e. (the slopes and intexrcepts
of {ue "permissible” and "dangerous" loading lines) have been
empirically, even subjectively determined and may not be
appropriate for other lakes, Increased availability of data

on lakes from wilder geographic, morphometyric, and troplhic ranges

has facilitated systematic evaluation of these schemes.




2.5.1

Lake Data Base Description

In order to provide a basis for evaluating and comparing
these models, data from 105 northern temperate lakes have been
compiled (Table 2.5-1). The 1972 sampling of the National
Eutrophication St.u:me:,ra6 has served as the primary data source.

The lakes in this group are located primarily in Minnesota,
Michigan, Wisconsin, Maine, New Hampshire, Vermont, and New

York. These data have been screened by Reckhow‘sa to eliminate
lakes with acknowledged groaé uncertainties in their measured

or calculated nutrxient or hydrologic budgets. A discussion of

the limitations and errors likely to characterize the nutrient
budgets estimated for the MES lakes has been presented previously.
These data have been supplemented with lake data from the general
1:i.t:e.':tan:u:ee;l'a'39'78'?3 The only restriction placed on the selection

of the data base was that all lakes have mean depths greater than

one meter.

Overall, the data set consists.of 22 oliogotrophic, 23
mesotrophic, and 60 eutrophic lakes. The classifications have
been based upon subjective evaluations of such indicator
variables as transparency, chlorophyll, and hypolimnetic
dissolved oxygen. Nutrient.data should not have contributed
directly to these classifications, so that valid evaluations
can ba made of models predicting trophic state as functions of

morphometric, hydrologic, and nutritional factors.
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Table 2.5-1
Tabulation of Lake Data

LAKE S AREA_D ARCA 2 T as L R .t o_TROPHIC .

K KW, ¥ ¥R - ] YLE] Reference
SARATOGA 1.00 632+ Te9%  0adll 19295 1a000  0s530 Qs0829 0©.0390 & g6
SACALANDAGA T.45 2583, .59 0,455 16,700  0.180 ggéso _o_.g{oa 0.0081 N
KEUKA F3L3 £2%, 280 . 8 [ 1] 0.556 0.0156 0.0069 .
LOWER ST REGIS 0.11 53, 5,10 0,331 15,932 . 0,400 0.t11 0.0236 0.0210 _E )
. [ 75T T 73 . 0.019 28644 »20 Qeddbh Oullsy  0.090 K
CONESUS : 9.79 168, B. %0 <233 0.380 0,580 125 60,6320 E
LATUGA 10,507 1862¢ 54.50 112236 44850 0Qu5%0 Gu510 0O.1113 0.0417 ]
i CaRaY_FaiLs 51,323 0,720 3 ]
T CABNONS FERRY 1. €
CANANDALGUS I
Zhe
LONG 24 .29 0
MATTANAWKEAG 13,35 8 . +B26 De600° 04320 0.0189 0.0128 N
CLYDE _ 0,57 363 3.35 0,010 335,000 @ 9.180 0.0244: 0.021] )
CAMDILLL 062 59%, (o68 0,003 500,000 25210 D.200 0.043¢ 0.0340 E
AHRUWHEAD MY 3.36 1816, 3 0,010 316,000 11,260  0.270 0.0
WATERBUR 3,00 290s 12,68 0.2 55.859 1+390 0.2%0 0.0240 0Os [
W] HNERESAUKEE 180.64 940, 13.11__ 6,000 3,211 0.110 0.730 0.033s 0,009 -0
ALTOONA 3.40 2100, 2413 0,014 153,183 19.910 +0.080 0.1307 01413 £
|__Eau CLaIne oy A 0,027 _4 9,060 =0.0 a0__o
GRaND 0.95  253a  .de22 0.030 #0867 04570 0u160 042107 0.1770 = €
{1 .31 BTa 1,60 0,090 15,556 6,35 0,010 _ 0.4 ACH
Unlil, THE b l%- :.n 0693 5,455 1.:1.10 0e4f0 Q2561 Ds1360
L3
BUTTERNUT T &4CT 119. 4,26 0.400 10,800 0.640. 0.030 0.050¢ 0.058% E
HAGSHICKA. #,15 & 9.9 500 & 33 6 201 &
'I?EI;IE: : 6285 QS;';.. §.05 0,027 150,000 20,300 0.120 0.1353 0.1191 E
ALBERT=LEA 9493 362, 10T 0,200 5,350 64310 0,290 1.179% 0.837T¢ E
A 05606, 4 74 3 & :
PELILAN 44.%3 . I.?:. 2+41 3.300 0.730 04060 0.500 0.0022 0.0411 "
ANDKUSTA ' 6.1l ;avg. Te92 o.lgg 604923 4s020 0.370 0.0660 0.04L5 E :
= 1
CUKATO «20 11T, +b2 =10 5L 92T Z2e0D0  Ouod0 Os 2240 {
NEST 3.8 ) Ao : 0 40 E !
WOLF #4.25 iti2. 8453 0el01 B#4455 6430 0.120 00961 00610 . E :
BEM]DG] 254 0,736 13,2 A6 0,360 0,0331 : i
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Table 2.5-1 (continued)

LaKe S ARES O AREA ] B 4 os L R ct CO_TROPHIC
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Llhu 040162 o.oosl
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e — Q - .
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2,5.1

Lake Data Base Description (continued)

As an inittal step in the analysis, the statistical distri-
butions of the wariables in Table 2.5-1 were examined. It was
evident that a 1ogérithrnic tran_sformat:l.on was appropriate to
promote éymmetry in the distributions in all of the variables
except R , the retention coefficlent. Histograms of the trans-
formed da.ta, stratified by trophic state, were generated using
the BMDP7D camputer program 26:. which also computed gross and
within=-group means, standard deviations, and ranges, as wall
as analyses of variance to test the statistical significance

of variations across grouvps. Table 2.5-2 identifies the

variables examined and displays the results.

The sumeary F table indicates that there were significant
differences across groups for all variables, with significance
levels ranging from greater than 99.99% for L , CI , CO , and
L/Z to 93.02% for R . The highest F level obgarved was 66.2,
in the case of the average outlet concentration, CQ. Trophic
states were most highly stratified, or, eguivalently, most dis-
tinctly classified, on this variable. This is consistent with
Dillon's model. The stratification with respect to depth is
consistent with Vollenwelder's first model, i.e., on the average,

eutrophic lakes were shallower. However, the stratification with

respect to surfacs overflow rate, QS , 1s contrary te Vollenweider's

second model, which predicts that higher surface overflow rates

should be associated with oligotrophic lakes. Because of
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Table 2.5-2

Identification of Variables and Analyses of Variance Across Trophlc Groups

Transfor- F a Prob. F
Variable ) Units mation Statistic Exceeded Table
1 Z  mean depth {m) log,, 10.51 .0001 B
2 T nydraulic residence time {yr) 1og10 7.82 . 0007 C
3 QS surface overflow rate {m/yr) log10 3.35 .0391 A
4 L phosphorus loading per unit area (g/m2~yr) 1og10 52.90 <,0001 ‘D
5 L/% phosphorus loading per unit volume {g/m3-yr) log10 43.44 <, 0001 E
6 CI average inlet phosphorus congentration (g/m3} log10 37.84 <,0001 G
7 CO average outlet phosphorus concentration {g/m3) 10910 66,21 <. Q001 H
8 R phosphorus retention coefficient - - 2,73 - 06398 F

a - degrees of freedom = 2,102
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Table 2.5~2 -{continued) :

A - Surface Overflow
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Table 2.5-~2 {(continued)

. C - Mean Hvdranlic Residence Time
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Table 2.5-~2 (continued}

E - Phosphorus loading Per Unit Volume
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Table 2.5-2 {continued)

G - Average Inlet Phosphorxus Concentration
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2.5.1 lake Data Basa Description (continued)

intercorrelations among these variables, this univariate analysis
should be viewed only as a preliminary description of the data,

and not as a basis for evaluating models.

In order to further characterize the data, the product-
moment correlation matrix of the variables is presented in
Table 2.5-3. A high degree of agsociation among the variables
is indicated. Accordingly, a univariate or bivariate analysis
would be virtnally meaningless in establishing cause-effect
relationships. Using the BMDP2R progra.mZG. stepwise linear
regressions were performed to determine the proportion of the
variance of each variable which could be explained by those
remaining. In this analysis, the variables ware grouped into
two caiﬁegories: *independent" and "dependent". Trophic state,
outlet concentration, and retention coefficient were included
in the latter because they are viewed as response variables,
whose values depend upon the lake's nutrient dynamics. Only
“"independent” variables were allowed to enter into the regression
analyses, subject to significance and tolerance constraints. Table
2.5~3 shows th‘at betwegen 55 and 87% of the variance in the inde-
pendent variables could be explained., A linear model including
T, L, and CI could explain 90% of the variance in the outlet

concentration data. Of the three linearly*-related variables 2,

* On logarithmic scales, Q5 = Z-T,




Table 2.5=3

Correlations Among Variables in Analysis

Product-Moment Correlation Coefficients :

2-89

Variable 2

) T s L L/Z €1 C0 R 5P
Z 1,000

.745 1,000
Qs -.411 -,91% 1,000
L -,529 .,788 .755 1,000
L/Z -.804 -.875 .707 .930 1.000
CI -.157 .203 -,372 .327 .293 1,000
CG ~-.512 =~,242 .020 .618 .£55 847 1.000
R .631 .827 «~,747 -,598 -.692 ,230 -.28% 1,000
TS -.412 -.361 .244 .701 .670 .640 .741 -.226 1.000
Resuits of Stepwise Linear Regreesions : ) Varisbles AllowedS
Equation. R.....SEE___to Enger
z = ,650 + 360 T - ,281 CI .654 .293 T,L,CI,QS
Z =1.0I1 4+ .331 T .555 .330 T,L,QS
T = ,951 - 1.331 L + 1,016 CI .B58 .442  E,L,CL, 08
T ==1.196 + 1,027 Z - ,760 L 770 .537 Z,L,QS
L = ,690 - .,640 T + .719 CI . 868 .293% Z,T,C1,QS
L o -,134 =« 566 T .620 .49% Z,T,Q8
Cl = -1,024 + ,616 T+ ,907 L ‘ . 666 .329 Z,T,L,QS
CG = ~,371 - 310 T - ,145 L + 1.029 CI ,901 .76 2Z,T,L,C1,QS
1-R = 515 - ,210 T .684 .15¢ Z,T,L,CI,QS
logm[l-R] = ~,401 - ,202 T -~ ,119 L .680 .177  2,T,1,CI,QS

g ~ all variables transformed to log

&

b - TS = trophic state = 1,2,3, for
eutrophic lakes, respectively
¢ - subject to F23,0 and tolerance 2 .01

, except R and TS
igotrophic, mesotrophic, and




2.5.1 Lake bData Base Description (continued)

T , and QS , hydraulic residence time alone entered significantly

in all of the regressions.

The reqressions in Table 2.5-3 serve as means of character-
izing the multivariate distribution of the data. Because of the
high degree of collinearity it will be difficult to establish
gpecific cause-effect relationships based upon these data.
Accordingly, application of any of the analysis below to other
lakezs should be done with extreme caution. A gauge of the appli-

cability of the analysis to a given lake would be how well it

" conforms to the multivariate distribution characterized in Tables

2,5-2 and 2.5-3. If a lake's depth, residence time, loading, and
average inlet concentration are within the ranges of the distribu-
tions in Table 2.5-2 and if they can be predicted reasonably well
by the relationehips in Table 2.5-4, as gauged by the respective
standard errors of estimate, then the lake could@ be considered a
member of the same "population" and the results discussed beloew
could be applied with increased confidence. Applicabllity is

also subject to geographical constraints.
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2.5.2 Phosphorus Retention Models

Dillon's model suggests that the retention coefficlent for
total phosphorus is an lmportant factor required to estimate the
regponge of a lake's trophic state .to a glven phosphorus loading.
In order to predict such response a priori, i.e., without taking
any measurements on the lake ox on its outlet, a means of esti-
mating K from known morphometric or hydrologic factors is
raquired. Kirchner and billpnazsuggested an emplrical formulation
which permitted estimation of R from the surface overflow rate,
0S (equation (2.4-3) ). The next step in the analysis is to examine
some more theoretically-based models for p}ediction of the
phosphorus retention coefficlent and to compare them with the
strictly empirical models in Table 2.5-3 and with Dillon and
Kirchner's equation. One primary objectlve is to estimate the
extent to which the sedimentation of phosphorus can be repre-
sented as a first-order reaction. As discussed previously, this
is one of the principal assumptions made in the application of
Dillon's model to predict the ultimate response of a glven lake

to a reduction or increase in phosphorus loading.

The gualified success of Vollenweider's simple, first-order
15,94
model ~ for phosphorus removal suggested that it serve as a basls

for the present analysis:

1-R = —3— (2,5~1)
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2.5.2 Phosphorus Retention Models {continued) :

where,

K = effective first-order phosphorus
decay coefficient (1/yr)

!
A more general form of this model is proposed in which K 1is

allowed to vary with depth and residence time:

K = a [n/mP z¢ (2.5-2)

The inclusion of these effects can be considered as a test

of the simple first-order model, in which K is assumed to be
constant. Evaluation of the extent to which K , or, equi-
valently, the parameters a , b, and c¢ , vary with concen-

tration can provide a basis for evaluating first-order kinetics.

Using the above model, the parameters a , b, and ¢
have been estimated for each of the five subsets of the original
105~1ake data base: one for each of the three trophic states;
one containing all lakes; and one containing lakes with average
inlet concentrations less than 0.1 g/ma. The data set was
stratifiied to examine the stability of the parameters and hence
the validity of the model across groups. The last group was

included to eliminate those lakes with extemely high phosphorus




2,5.2 Phasphorus Retention Models (continued):

concentrations, which had generally higher standard errors of

estimate and for which trophlc classification would be obvious
26

in any case, The BMDP3R nonlinear régression program was

employed to estimate the parameters.

Results are given in Table 2,5-4, The parameter expressing
depth~dependence, ¢ , was not significantly different from zero
in any of the groups. Accordingly, the model was simplified by
setting c equal to zero and new estimates for parameters a
and b were derived. t-Tests indicated no significant Aiffer-
ences of the parameter estimates across groups. Thus, the first-
order model appeared to be stable, with optimal parameter estimates
independent of concentration. The standard errors of estimate
were 0.110, 0,155, and 0.164 for oligotrophic, megotrophic, and

eutrophic lakes, respectively.

*

Subsequent analyses have been performed using the parameter
estimates derived from the last data set in Table 2.5-4, i.e.
a=0.824, b=10.5%6 , and c =0 . WNormality in the residuals
is indicated by the probability plot in Figure 2.5-1. Figqures
2.5-2 and 2.5-3 plot observed versus estimated retention coeffi-
cients and average outlet concentrations, respectively. The
symbols 0, M, and E have been used to represent the various
trophic states. Residuals patterns generally reflect higher

standard errors in the eutrophic groups, but no trend. HNo trends
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Model :

Table 2.5-4

Parameter Estimates for Phosphorus Retention Model

1

1-R T +TEK T = hydraulic residence time (yrs)
Z = mean depth (m)
1 b c K = effective first-order sedimentation coefficient (1/yr)
K= al[fl 2 R = retention coefficient
a,b,c = estimated parameters
Data Set _
Statistic Oligotrophic Mesotrophic Eutrophic All Lakes Cic .lg/m3
N 22 23 60 105 1
a 1.383 £ 785 .711 = 301 .832 £ .245 .866 = ,188 .803 + .227
b .445 = ,092 .531 + .111 471 + .083 .500 x ,054 .549 088
c -.204 & .212 .040 & 176 114 & ,133 .023 z .091 .010 11
SEE 113 .159 .165 .150 .137
Zt*t
R .849 .704 .693 723 . 727
{c=0) .
a .817 = ,105 L1778 £ .118 11.050 &£ .124 .912 '+ 068 .824 £ .067
.489 £ ,0B0 .517 £ ,092 434 & 076 .492 = 046 .546 £ .046
SEE .110 .155 164 .150 .136
R? .849 .704 .693 .723 727

* estimate * one standard deviation
** SEE = standard error of estimate = standard deviation of residuals, adjusted for number

of parameters estimated
*4% R® = 1 - [ residual sum of squares/ observed sum of squares]

2
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2.5.2 Phosphorus Retantion Models (continued}

were evident in plots of residuals versus other independent
variables, including Z2, T, 05, L , lake surface area, or

drainage area.

Table 2,5-5 compares the standard errors of estimate in
predicting the retention coefficient and average outlet concen-
tration with the respective standard errors of the empirical
models in Table 2,5-3 and of Dillon and Kirchner's equation.

The derived model performs about as well as the empirical linear
regressions and generally performs better than the latter.
Advantages of the non-linear model over the linear regressions

are its partial theoretical basis, relative parsimony (2 param-
eters), and property that the computed retention coefficient is
restricted to the range of O to 1. Using only the eleven lakes
which were in common with Dillon and Kirchner's data set, the
standard errors of the retention coefficiént estimates were

0.137 and 0.111, for the non=linear model and Dillon and Kirchner's

equation, respectively.

Parameter estimates indicate that the effective firgt-order
decay coefficient in these lakes is roughly inversely proportional
to the square root of the mean hydraulic.residence time. ‘This
dependence is further examined in Table 2.5-6 and Pigure 2.5-4.

Table 2,5-6 presents analyses of variance on the decay coefficient

in the original form, K , and on a form corrected for residence

2=-97




Table 2.5-5

b
Comparisons of Phosphorus Retention Models

Predicted Variable
Retention Coefficient

Average Qutlet Conc?

Model SEE RZ SEE
Dillon and Kirchner “{equation 2.4-3) .197 .807 .245
R = .426 exp(-.271 QS) + .574 exp(-.00949 QS)
Linear Regressions '(Table 2.5-3)
l1-R= .515- .210T - .159 - -
CO=-,371+«.310T- ,145L + 1,029 CI - .901 .178
Nonlinear Regression (Table 2.5-4)
1-R=1/[1+ .82 T%4 .151 .906 a7

a - base 10 logarithm
b - 105 lakes included in analysis

86-T
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Table 2.5-6

. Tiistograms of Observed and "Corregted" Firat-Order Sedimontatlon
Coefficients for Total Phosphorus
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(ﬁ’ 2.5.2 Phosphorus Retention Models (contlnued)

time effects, Kc H

R 1
Kc = KTb ‘ b = 0.546 (2.5-4)

The log10 transformation has been applied to these variables,
and the four lakes in the data set with negative retention coef-
ficlents have been excluded. Table 2.5~6 indicates significant

{ stratification of the uncorrected decay coefficient, K , with
trophic state, but insignificant stratification of the coefficient
after it has been corrected for the effects of hydraulic residence
time. The standard deviations of the corrected decay coefficients
are 0.2243, 0.391, and 0.468 for cligotrophic, mesotrophic, and
eutrophic lakes, respectively. This may reflect a corresponding
increase in noise levels in the systems or in the data. The
effect of T on K is also illustrated in Figure 2.5-4. Agaln,

greater deviations are observed for eutrophic lakes.

The parameter estimates jindicate that lake mean depth alone
has little influence on phosphorus sedimentation rate, except
insofar as depth may influence residence time. The final two-

parameter model is similar to that proposed independently by
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2.5.2 Phosphorus Retention Models. (continued)

Larsen and Mercietgs, whose eatimates for a and b were 1l.12

and 0.49, respectively, as derived from a sample of 20 oligotrophic
and mesotrophic lakes. The apparent dependence of X on T

could@ be explained in part by deviations from thé completely-mixed
assumption inherent in the first-order model formulation. Equa~

tions (1) and (2) can be combined to give:

1 1
l1-R = = {2.5-5)
l1+KT 1+aT1b R

If the true sedimentation coefficient were independent of T ,
then the same results would be reached if T were replaced by

an effective hydraulic residence time, given by:

T = T]'-b {2,5~6}

Substitution of Tot for TP 1n equation (5) gives the

standard first-order eguation:

l=R = S {2.5-7}
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2,5.2 Phosphorus Retention Models (continued)

In terms of lake volume, V , and mean flow, ¢ 1

v
= — = - .5""3
T (5] ( ) 1 (2 }

Conceivably, thermal stratification could reduce the effective
volumé of the lake and partially account for the observed depen-

dence of K on T . vVollenweider attempted to account for this
on one of his eariiler modifications of the first-order model 13
Hle suggested that the effects of stratification could be incor-
porated into the model by employing the following expression for

Tef :

-1 (2.5-9)

]
e
)=

where Vo s "mean exchange epilimnion”, was defined as that
portion of the lake’s volume taking part in the washout process.

He 414 not propose a general model for Ve » however.

Temperature effects may alsoc account in part for higher
mean sedimentation coefficients observed in laker with lower

residence times. The temperatures of low residence time lakes
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2.5.2 Phosphorus Retention Models {continued)

would be expected to respond faster to seasons, because of their
higher advective thermal energy exchange rates. The response
time would not depend upon lak; mean depth, because of the
apparent linear increase of vertical transport rates with depth,

7 . Thié dependence would

as noted by Snodgrasga and Blanton
cancel the effects of higher surface-area-to-volume ratios in
shallower lakes. Accordingly, one would expect l:I:at the peak,
volume-averaged temperature would decrease with increasing
hydraulic reéidence time. Assuming that the reactions :l:nvolv_ed

in phosphorus sedimentation are temperature-dependent, this could

partially account for the observed dependence of K on T .

A third explanation is that the reactions for phosphorus
deposition may be dependent upon the presence of other substances,
for example, other mutrients for biologically mediated reactions,
iron for chemically mediated reactions, or sediment, for adsorption-
sedimentation reactions. lakes with higher flushing rates would
have greater supplies of these supplementary materials, .which may,
in turn, increase the net removal rates of phosphorus from the

systems.

The above explanations should be qualified with a note that
mult fcolinearity in the data (Table 2.5-3) generally makes it
difficult to attribute variations in the dependent variable to

specific factors. Theoretical interpretation of the parameter
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Phosphorus Retention Models {continued)

estimates is thus rather tenuwous. This re-emphasizes the need
to insure that a given lake conforms to the correlation structure
of thegse data before applying any of the previous or forthcoming

results to that lake.

The stabllity of the parameter estimates across trophic
states has not provided a basis for rejecting the walidity
of a first-order model in which the retention coefficient is
independant of concentration. Multicolinearity and/or errors
in the data may have effectively crippled the ability of the
anal?ai; to detect significant parametér differences across
groups, however. The éirét-order assumption could best be
tested with time- seriesdata from a number of lakes. The impli-
cations of first-order behavior are particularly important in
two respects: in predicting system response to changes in
phosphorus loading and in predicting response to changes in
hydrologic regime, The former has implications in the alloca-
tion of acceptable nutrient loadings. The latter has implica-
tions in the interpretation of data obtained from sampling under
a glven set of hydrologic conditions. This involves the conversion

or extrapolation of a lake's nutrient budget, measured during a

given year, to long-term-average conditions.

The higher standard errors of estimate characteristic of the

autrophic group may be attributed to a number of factors. PFrom a
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Phosphorus Retentlon Models {continued)

thecoretical peoint of view, this could be due to certain character-
istics of eutrophic lakes which profoundly affect nutrient dynamics,
such as anaerobiosis or zero-order dependence of algal growth rates
on phosphorue concentratlons. It may also be attributed to higher-
frequency or higher-aomplitude variations of phosphorus concentrations
in eutrophic lakes. Such variations would increase the errors in
the retention coefficlents estimated from a fixed number of lake
outlet samples per year (typically, 12, for the NES lakes). Lower
stabllity is a general characteristic of eutrophic ecosystems. 1In
addition, in this particular data set, the geometric mean hydraulic
residence time for the sutrophic group is 0.25 years, as compared
to 2,42 and 1.07 years for the oligotrophic and mesotrophic groups,
respectively (Table 2.5-2). B lower residence tima would cause
less attenuatjon of the relatively high-frequency variations
characteristic of lake inflows. This, in turn, would increase

the sampling frequency required in order to quantify average lake

{or outlet) conditions to within a given standard error.




2.5.3 Error Analysis

The residuals obtained in estimating the retention
coefficient according to the above model result from erxrors

in measurement (input/output estimates), as well as from

model errors. In order to disect the residual variance into

these two components, some assumptions must be made about
their forms. The actual and measured values of l1-R are

assumed to be given by:

CO
CI
co (1 + eo}

CI (1 + ei}

where,
e e = independent, normal, random
deviates with mean zero and

standard deviations S‘-’o and
Sei + respectively

The variables e, and ey represent measurement errors in
outlet and inlet concentration estimates. Thelr standard
deviations equal the coefficients of variation of the res-

pective estimates:

(2.5-10)

(2,5~11)

{2.5-12}
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( 2.5.3 Error Analysis (continued)

Sey = CVei (2.5-13)

According to the first-order model, the estimated value of

¥ 1s glven by:

1 1

b'4 = = {2.5-14}
e 1+KeT 1+K‘1‘(1+dk)
where,
( -
Ke = astimated flrst-order decay
coefficient (1/yx)
K = actual first-order decay
coefficient {1/yr}
dk = model error varlable with mean
zero and standard deviation ey,
[
’ A calculated residual is given by:
= Y =¥ = w - 1
Ty T 'mT e T & (T+eyd 1+ KT (1+4,)
(1+ eo) 1 1

(1+e,) 1+ KT - 1+KT (1+d)




2.5.3

Brror Analysis (continued)

Since the errox variables are assumed to be independent, the

variance of the residuals can be calculated from the following

expected value formu1a5 H

ax 2 or 2 ar 2
2 o Y 2 Y, 2 _ ¥ 2 -
er (ae ) seo + {ae ) By * ‘ad } Sa; {2.5-16)
o i k
2 2 2 2 2 .2
= Y (seo + sei) + ¥ (1~Y) Sdk {2.5-17)

The first term in this equation essentially represents
measurement error, and the second, model error, The corres-
ponding expression for the residual variance obtained in
estimating the logarithm of the outlet concentration is given

by:

2 2
s? = si 4S5+ (-n?si (2.5-18)

Equation (18) indicatea that the measurement error component
of the concentration residuals is constant, while the model
error component decreases to zero as YI approaches 1, or as
T approaches zero. This property is used below to quantify

the two components, via further analysis of observed residual
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2,5.3

Error Rnalysis (continued)

patterns.

' For any range of Y values, a value of Sgc can be
computed directly from the residuals. Equation (18) can be
viewed as a linear model for the residual variance, in which
the independent variable is {1-!)2 + the slope is measurement
error, (SE_.o + Sgi) . and the intercept is model error, (Sgk} .
In order to estimate the slope and intercept, the lake data
have been divided into five qroups of approximately ecual
sample size, based upon residence time (or Y wvalues). For
each group, the mean (Y} , variance (S:} , and mean squared

residual have been calculated. In order to account for variation

of Y within each group, the expected value of sic has been

computed:
2.2
' s
2 2 2 =2 _2 1 Ic, _2
E (Sy,) = Se, +5g +(1-Y)" Sg +3 { - 22) Sy
{2.5=19)
_ &7 2 LT 2 2, .2
= Sg, + Sg; + [{1-¥)" + 50 53,

Using the values computed for the various data groupé, a

linear regression of mean squared residual on the variable

2

(1-§32 + SY has been done. The results (Figure 2,5-5)

indicate a high correlation between these two variables

2-110




-

2
c

S, = Mean Squared Residual in Estimating In(CO}

Figure 2.5=5

outlet Concentration Residual variance for
various Residence Time Intervals
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2.5,3 Error Analysis (continued)

{r = 0.977). The least squares estimates of the slope and

intercept are given by:

slope = Sgk = 0.299 + 0.038

intercept = Sgi + Sgo = 0.,0178 + 0.010

The slope, or model error, is well~determined relative to the
intercept, which is significantly different from zero at between
the B80% and 90% confidence levels. Thus, according to this
analysls, the residual variance of Y and .1ln {CO} are given

by:

5:2:y = 0.018 Y2 + 0.30 ¥° (1-1)2 (2.5~20)
2 2

s2 = 0.018 + 0.30 (1-Y) (2.5-21)
C

In each equation, the first term represents measurement error,

and the second, model error.

Pigures 2.5-6 and 2,5-7 illustrate the abilities of these

equations to depict residual patterns in the data. The variance
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Plgure 2,.5=6

Estimated Model and Measurcment Error Componcntsa
of Outlot Concentration Residuals
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2.5.3 Error Analysis {(continued)

componnents have been multiplied by four, to represent approximate
95% confidence regions. These figures permit further interpretation
of the residuals as originating from either of the two sources of
error for various values of residence time. 1In bhoth cases,
measurement error dominates at low values of T , while model error
dominates at high values. The best estimate of the measurement
error variance can be 1nterpreted‘in terms of the coeffipienta of

variation of the inlet and outlet phosphorus concentration estimates:

2, + S5 = 0.018 = CVoil + CVeon (2.5-22)

CV# = v0.018/2 = 0.095 = 0.1 {2.5=23)

Thus, the estimated measurement error term corresponds roughly
to coafficients of variation on the order of 0.1. Based upon

the standard error the intercept, the 95% confidence range for

this statistic is from 0 to 0.15,

In applying the model developed above to predict the
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2.5.3 Error Analysis {continuwed)

phosphorus retentlon coefficlent for a given lake, three sources
of error would be present -- model error, parameter error, and

independent varlable error:

¥ = 1-R = (1+art™®1 (2.5=24)
5 2 2 2 _
$§ = S, +S,+5; . (2.5-25)

Model error, SZ . 1s estimated from the above analysis:

sz = 0.30 ¥2 (1-1)?2 (2.5-26)

The second error term, s: ¢« is attributed to uncertainty in

the parameter estimates:

2 Y, 2 2 .2 2 ay, oy '
Sp = (Ba) S, + (-3—6) S, + 2 (5';} (a;) 8.8 ap {2.5=-27)
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2.5.3 Error Analysis [(continued)

where,

a = 0.824
b = 0,546
= -0.0064
s, = 0,067

= 0.046

Bvaluation of the expression gives:

4 ,.908 2

s = op.00l Y T (4.49 + 1.44 InT“ + 0.032 InT) (2.5-28)

The third term in equation (25), sf , is associated with
possible error in the estimate of the independent variable,

T s

2 9y, 2 2
S = G Sy
s 2 _
= 0.140 Y3 908 t-?T) (2.5-29)
= 0.140 y3 2908 c_v:
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2.5.3 PError Analysis {continued)

These three error components are pleotted against T on
logarithmic scales in Figqure 2.5~8 To evaluate the last term,
E?& is assumed to be 0.10, corrasponding to an approximate 95%
confidence reglon of + 20% in the estimate of T . The plot
shows clearly that the mocdel error term dominates over the other
texrms by about one and two orders of magnitude, respectively, for

all residence time values.

Further reduction of the parameter error term would be
achieved by increasing the sample size, i.e., by adding additional
lakes to the data set. However, 1f these lakes were drawn from
the same general population, the effect on the total projection
error would be small, since the parameter error term is already
insignificant compared with the model term, which would not be
expected to change much with sample size, Thus, for thls type
of data and model, sample size appears to have been adequate for

parameter estimation purposes.

The dashed line in Pigure 2.5-8 represents measurement

error, estimated according to equation (20):

s:. = 0.018 ¥° (2.5-30)

As noted previously, the estimate of this variance component




(1-R)

= Yariance of Predicted Value of

2-118

Figure 2,5-8

Variance Components of Retention Coefficient Prediction
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2.5.3

Error Analysis (continued)

is not very accurate, with a 95% confidence range of 0 to 0.045

Y2 . In addition, it is specific to this da;a set, so that it
would apply only in cases where the nutrient budgets are estimated
using data of the same quantity and quality, and techniques similar
to those employad in the MNaticnal Eutrophication Survey. For

lakes with resgidence times lass than about 0.15 years, measurement
errors dominate over other types. In this xeglon, any errors iIn

the model projection would be difficult to detect with this type

of data.

If a projection of the retention coefficient were made for
a given lake and subsequently compared with a measured value,
model error would only be detectabla if the following criterion

were satisfied:

v - x|
t = —s > tu,n (2.5~31)
m
where,

Ym = measured value of 1-R

Ye = estimated value of 1-R

Sm = gtandard error of measured value

t, n = t statistic at significance level
L

¢ and n degrecs of freedom in
Ym estimate
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2.5.3 Error Analysis {continued)

If this procedure were repeated for a large number of lakes at
a glven residence time, the first and second moments of ¢t

would be given by:

E(t) = © {2.5=32)
2 5: '
S = 1+ — {(2.5~33)
t 2
5
m
where
Sz = model error variance

2
.=.‘;l,'l = measurement error varlance

The fraction of lakes in the population for which equation (31)

would be satisfied would be glven by:

+tun
B = 1-[ V7 fde (2.5-34)

-t
a,n
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2.5.3 Error Rnalysis (continued)

whera,
8 = fraction of lakes satisfying
equation (31}
£ = normal probability density function

t with mean zero and standard

deviation St

At a given residence time, the value of sz can be estimated

from equations (33) and (21):

) s a-n? 8§, )
2 = 142 = 14— K o 1 416.7(1-Y) (2.5-35)
£ 2 7 .2

Sm Seii-Seo

Ecuations {(34)and (35) have been evaluated as a function of

hydraulic residence time, for ¢ = 2 , and for

a.n = t.OS,on
various values of the variance ratio sﬁk/(séi +S§,O) ranging
from 5 to 40. Tt;e results {Pigure 2.5--9) depicé the detec~
tability of model errors as a function of residence time and
model error to measurement error ratio. The nominal value of
16.7 for the latter represents the best estimate of the curve
for data of the type used in estimating the model, At a

given residence time, the fraction increases with variance

ratio, As T apprcaches zZero, model error vanishes and the
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Figure 2,.5-9

Detectability of Model Errors in Estimating the Retention Coaefficient as a
Function of Residence Time and Model to Measurement Error Variance Ratio
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2.5.,3 Error Analysis {continued)

statlstic approaches 0.05, corresponding to the selected
significance level of ta,n « All of the curves approach
upper asymptotes as T Increases, reflecting an increasing
detectability of projection errors. The curve corresponding
to the nominal varjance ratio has been mapped onto the
frequency distribution of residence times in the data set
{Table 2.5-2), The result ilndicates that significant model
errors would be detectable in approximately 31% of the lakes,
i£ the data base were similar to that provided by the National
Eutrophication Survey. In Figures 2.5-6 and 2.5-7, twenty-four
residuals lies outside the estimated measurement error curves.
This corresponds to an observed model error detection frequency

of 34%,

In applying the model te predict outlet congentration,

ancther error term must be added:

co = CIY
2 2 2
Seo Say . Sy
co? c1? v2
2 2 1,2, 2. .2 2 1 .2
cv = CV + -~ (S +5_+8]) = CV_ , *+-5S
co ein Yz e "p i cly Yz -]
= r:vzi +0.30 (L-1)2 (2.5-36)
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2.5.3 Brror Analysis {(continued)

Because of their relativeinsignificance, the parameter and
© rasidence time error terms have been neglected. The added
‘torm, r:vﬁim , accounts for uncertainty in the inlet concen-

tration,, or phosphorus loading estimate.

Equation (36) has been plotted in Figure 2.5-10 for
various assumed values of CVei - The dashed line again
rapresents measurement error, assuming CVego, = 0.10 , as

 estimated above. The relative importance of the various
error components can be used as a basls for allocating
additional effort to model development or to monitoring
in the interest of reducing the variance of the projection.
Model error dominates over other various components at high
resldence times. Accordingly, development and/or application
of a more sophisticated model may be justified in this region,
providing that its model and parameter errors are lower. As
residence time decreases, potential measurement errors domi-
nate, apd the prediction becomes increasingly sensitliwve to
errors in the loading or inlet concentration estimate. At
lower'residence times, this model would be consldered adequate
and additional effort would be most effectively applied in
monitoring {or source modelling} in order to develop a better

loading estimate.

In a specific application, the variance of the inlet




2.5.3 Error Analysis (continued)

phosphorus conﬁentration estimate can be calculated according
to the techniques discussed in Section 2.3.2, if the estimate
is based upon direct measurements. If such are not available,
the estimate can be based upon land use data, using the loading
féctors in Table 2,3-1, The ranges of these loading factors
can be used to estimate variance. If a rectangular distribu~-
is assumed, the standard deviation is given by 0.29 times the
range”. Por the ranges and mean values for total phosphorus
loading given in Table 2.3-1, a coefficient of variation of
about 1 is indicated. Comparison with the other error components
in Figure 2.%-10indicates that the accuracy of an outlet phos-
phorus concentration projection would be limited most by
potential errors in such indirect loading aestimates. This

type of error could presumably be reduced by considering some
of the other factors influencing nutrient export discussed

in Section 2,3.1. waever, the current state-of-the-~art of
watershed models is such that the accuracy of the lake model
derived above would probably not limit the accuracy of an
outlet phosphorus concentration projection. Thus, the model
would be considered adequate for use with indirect leoading

estimates.

A final aspect to consider is the potential errors
involved in predicting chlorophyll concentration in lakes

based upon predictions of the phosphorus retention meodel.
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2.5.3 Error Analysis {(continued)

Dillon and R.tglei"q' have examined the relationship between
measured total phosphorus concentration at spring overturn and
mean summer chlorophyll-a concentration based upon data from
19 lakes in southern Ontario and from 27 other lakes in North
America, as reported in the 1literature. All of these lakes
were phosphorus-limited systems, with total nitrogen to i:ol:al
phosphorus ratios greater than 15 at spring overturn. They

fitted the following regression line to their data (Figure 2.5~

11}
in (Chl) = 7.393 + 1.449 1a (CS) (2.5-37)
r = 0,95
BEE = 1.01
vwhere,

Chl = mean suimner chlorophyll-a
concentration (mg/mJ}

Cs = total phosphorus concentration
of spring overturn (g/m™)

SEE = standard error of estimate
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(ng/a™)

Kean Surmer Chlorophyll a Concentration

i I'lilllll 1 1 ll!!nnl - | 1

a— =
- -

L 3 e
L i
- o -

ln{Chl )= 7.393 + 1.449 1n(cs) -

- r=,95 L
— p—

] F

5
b P
| 3 L} | ™ T T I 1] 1] T T '—'_'l 1 7
.001 .01 +10

Total Phosphorue Concontration at Spring Overturn (q/naj

Pigure 2.5-11

Relationship Bstween Mean Summer Chlorophyll a and
Total Phosphorus Concentration at Spring Overturn
aAccording to Dillon and Rigle
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2.5.3 Error Analysis (continued)

Coupling of this model with the phosphorus retention model
would permit estimation of chlorophyll concentrations from

leading, hydraulic¢ residence time, and depth estimates.

In order to do this, a means of relating the spring
ovarturn to mean outlet phosphorus concentration wounld be
required. It iz assumed that, if the data were compiled, a
model would be estimated for this purpose. Independent
variables in such a model would probably include mean outlet
concentration, inlet concentration, residence time, and
possibly some indicator of seasonal flow variations. Alter-
natively, the chlorophyll equation above could be re-estimated
based upon outlet phosphorus concentration. At spring overturn,
lakes are completely mixed, so that €O = C5 would not be a
bad assumption during this period. Since flows are generally
highest during this period, the annual flow-weighted-average
outlet concentration would be a strong function of the spring
concentration, and vice—ﬁeraa. For the sake of the following
arguments, it 1s assumed that the spring overturn congentration

can be equated to the average outlet concentration.

This permits evaluation of potential errors involved
in predicting summer chlorophyll from loading, residence time,

and depth estimates:
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2,5.3 Error Analysis {continued}

(e

In{Chl) = 7.393 + 1.449 1ln {CO) + (2,5=38)
2 2 2 2 —

= - 24 -
sln_(chJ.} sy + sp + S, Ve (2,5-39)

The independent varilable error in this case is calculated
from the total error in predicting the outlet phosphorus

concentration (equation (36}):

2
2 3 1n (ch1). 2 .2 B 2 _ 2 )
$;{ = Gt Sxcoy = 1449 cvzo 2.10 cV2,  (2.5-40)

2.10 (cvzim +0.30 (1-¥)2) (2.5-41)

This error results from uncertainty in the inlet concentration
estimate and from model.error. The parameter error is due to
uncertainty in the slope and intercept of the regression line

in Figure 2.5-1] :

S Pyl
5: - —SE_Ezt %+ [ln CS)Z- 1n (CS)] ) 12.5-42)
n sln(cs)

—3 —_—— 2
For values of SEE, n , 1ln (C5), and Sln(cs) derived from




2.5.3 Error dnalysis (continued)

the Dillon and Rigler artic1e14, and assuming that CO = (S ;

[1n (CO) + 3.950] 2.
46 (1.016) !

2 1
Sp = 1"02(46 +

(2.5-43)
. 2
[in {CO) + 3,950]",
= 0,022 {1 + 3.016 )
The residual error term, also derived from the Dillen and
Rigler article is given by:
s = SEE® = 1.02 (2.5-44)

The four terms of the total chlorophyll prediction error are

plotted versus hydraulic residence time in Figure 2.5-12, The
independent wvariable tai‘m, Si ., has been evaluated according
to equation (41}, assuming CV; = 0.1 . The parameter error

im
term has been evaluated for various values of CO .
Figure 2.5~12 shows clearly that the residual error term
dominates over phosphorus prediction and parameter error terms
for all values of hydraulic residence time. It is unlikely that

the negative distribution of the error components would change
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Figure 2,5~12

Variance Components of Mean Summer Chlorophyll a Predictions
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2.5.3 Error Analysis {continued)

much if equation were re-estimated ip texrms of CQ instead of

Cs , l.e. this distribution is probably not very sensitive

to the assumption that €S = €0 . In addition, the Pillon and
Rigler equation was derived from a fairly narrow range of lakes.
An analysis of data from the Natlonal Eutfhphication Survey lakes97
indicates higher stanéard error of estimate in the chlorophyll-

phosphorus relationship than that found by Dillon and Rigler.

These results indicate that the limiting factor in the
accuracy of a chlorophyil prediction would probably be in the
chlorophyll-lake phosphorus relationship and not in the lake
or cutlet concentration prediction. Thus, the phosphorus
retention model could be considered adequate in this
applicatien, and future modelling efforts would best be
focused upon the chlorophyll-phosphorus relationship. A
chlorophyll prediction would be usaeful in that 1t could be
related directly to criteria and to such trophic state
indicators as productivity, transparency, and hypolimnic

dissolved oxygen deficit.
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2,5.4 Trophic State Prediction

The next step in the analysls 1s to examine the feasibility
of predicting lake trophic state from the kinds of data described

93.93 16,1411 serve

above, The models of VOlienweider nd Dillon
as a primary basis for the analysis. Each of these models is
viewed as a set of coordinate axes. Parameter estimates define

the locations of the lines delimiting trophic state. The goal

of this work is to evaluate both the models and their respective
parameter estimates. Accorﬁingly, the ability of each model to
predict trophic state has been examined using two sets of

parameter values: that originally proposed by the respective
authors and an "optimal" set estimated for this data base. Opti-
mal parameter values have been found by posing the classification
problem as a linear discriminant analysis and utilizing the BMDP7HM
discriminant analysis 1:az'cng|1.'alrt26 to determine the parameter estimates

which best separate the trophic states on the coordinate axes

defined by each model.

Vollenwelder's first and second models are essentially bi-
variate classification functions employing L and Z , L and
QS5 , respectively, while Dillon's model ig a univariate function
employin.g CO . In estimating optimal coefficlents for these
models, the corresponding variables have been forced into the
classification scheme and all other variables have been excluded.
Using the stepwise feature of the BMDP7M program, an optimal

linear classification model has also been estimated. In the
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2.5.4 Trophic State Prediction (continued)

stepwise mode, the program selects the variables which provide
the most discrimination power in oxder of dec&eaaing power,

until some specified lower level of significance. is reached,
Reckhowss has employed stepwise discriminant analysis in develop-

ing a model for classifying oxic and anoxic lakes.

Homogeneity of variance across groups is one of the prin-
cipal assumptions of the analysis, when pooled estimates of the
covariance matrix of the entered variables are employed77. In
order to eliminate the apparent skewness in the distribution of
the log-transformed average outlet concentration data for the
eutrophic group (Table 2.5-2) and to promote homogeneity of
variance across groups, lakes with average outlet concentrationg
greater than.0.2 g/m3 have been excluded from the discriminant
analysis. These lakes are highly eutrophic and would not be
migclassified by any of the models. The analysis have been
performed on the remaining 22 oligotrophic, 23 mesotrophic, and

50 eutrophic lakes.

Table 2.5=7 summarizes the group means and standard devia-
tions for each of the variables in the analysis. The definitions
and transformations of these variables have been previously
defined in Table 2.5-2. The varilable "“COBST" is the average
outlet concentration, as estimated using the model for phosphorus

retention derived previously:
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Summary of Distributions and Initial Discriminating Powers of

Vﬁriabies in Discriminant Analysis
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s{ 2,5.4 Trophic State Prediction (continued)
COEST = (1 ~ RB} CI {2.5-45)
1
l=-R = 354 (2,5-46)
1l 4+ 0.824 7°

The base 10 logarithmic transformation has been applied to

COEST.

The second part of Tahle 2.5-7 summarizes the initial
discrimination power of the variables. The F statistics
represent univariate analysis of variance statistics, analogous
to those found in Table 2.5-2. Table 2.5-7 indicates that
COEST had the highest discrimination power, followed by CoO ,

L, ¢, T, Z,and ¢S5 . The F values were all signi-
ficant at the 95% level or greater. As discussed previously,
however, this does not indicate that there were seven inde-
pendent and significant factors, because of intercorrelations

among these variables (Table 2,5-3).

Tables 2.5-B to 2.5-12 present the results of the discrimi-
nant analyses. In each case, the table contains the significance
levels of the entered and remaining variables, summary statistics
characterizing the degree of group separation, classification

functions, classification matrix, and a jackknifed classification




2.5.4 Trophic State Prediction (continued)

matrix, Table.2.5-13 summarizes and compares the statistilcs

obtained for the various models,

To estimate optimal parameters for Vollenwelderts first
model, Z and 1 have been forced into the classification
scheme (Table 2.5-8), The low F 1level for 2 (0.28) indlcates
that it did not add significantly to the classification power
in L alone ( P = 33.6). Appreciable power remained, however,
in the excluded variables, which had F 1levels ranging from
33 to 48, after both L and 2 had entered. Thus, thls model
apparently did not make use of all of the available discriminating
power in the data. Wilk's lambda and the overall F are multi-
varlate analysis of varlance statisticslz, the interpretation of
which will be discussed later, An F matrix characterizesg the
separation of each of the three possible pairs of groups anﬁ
indlcates that the distinction between oligotrophic lakes and
eutrophic lakes was relatlvely high {( F = 39.6), while that

between mesotrophic and eutrophic lakes was fairly low ( F = 2.8).

The classification functions bﬁrresPond to the parameter
estimates. Each function consists of a constant piﬁs a coefflcient
for each variable. In classifying a given observation, a functilcon
value is computéd for each group, and the observation is estimated
to have the highest probability of belonging to the group with

the highest corresponding function value. In order to derive
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2.5.4

Trophic State Prediction {continued)

the lines delimiting the mesotrophic from the eutrophic states
on the L versus Z axes, for example, the correspanding
clasasification functiong would be subtracted fram one another

and solved for L as a function of Z .

The classification matrix summarigzes the ability of the
model to classify the lakes correctly. Observed states cor-
respond to rows, and estimated states, to columns. If the model
worked perfactly, all of the lakes would be on the upper left
t£o lower right diagonal. In Table 2.5-8, 72.7%, 52.2%, and
78.0% of the oligotrophic, masotrophic, and eutrophic lakes,
respactively, were classlfled correctly. The "Jackknifed"
classification matrix provides a somewhat more robust estimate
of the probability of correctly classifying a lake. To derive
this matrix, each case (lake) was excluded from the analysis one
lake at a time, the classification functions were re-calculated,
and the excluded lake was classified based upon the derived
functions. Thus, the overall percent correct for the jackknifed
classifications, 66.3%, 1s a measure of the probability of
correctly classifying a new lake which has not been used to

estimate the parameters of the discriminant model.

Vollenweider's second model {Table 2,.5~9) compared favorably
with his first. Both L and QS entered significantly, although

some discrimination power stlill remained in the excluded variables.
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Table 2.5-8 ' .

Discriminant Analysis ~_Vollenweider's Pirst Model

Table 2.5-9 -

piscriminant Bnalysis - Vollenweider's Second Model
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2.5.4 Trophic State Prediction (continued)

The P statistics and Wilk's lambda indicate that the trophic
states were separated considerably better on the L versus os
axes, as compared with the L wversus Z axes. Overall, the
model classified 78.9% of the lakes correctly, an increﬁse of
B.4% ovar the first model. For the oligotrophic group, the |
percent correct increased from 72.7% to B6.4%, corresponding

to an approximate halving in the percent misclassifications,

Table 2.5-10 indicates that Dillon's model generally per-
formed somewhat less well than Vollenwelder's second model, but
better than his first. Significant discrimination power remained
in COBST ( P = 9.05) and in L ( ¥ = 6.25), after €O had entered.
The mesotrophic lakes were élassified poorly relative to elther
of the two previous models. The overall percent correct was
73.7%. +As In the case of Vollenwelder's second model, but not of
his first, no eutrophic lakes were misclassified as oligotrophic

or vice~versa.

In the atepwise analysis (Table 2.5-11), both COBST and L
enfered at F levels of 49.0 and 8.4, respectively, leaving no
significant discrimination power in the remaining variables.

Thus, these two variables alone constitute an optimal linear
classification model for these lakes and data. .As expected,
this model performed better than any of thosa examined previously.

84.2% of the lakes were classifled correctly, with most of the
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Trophic State Prediction (continued)

improvement in the mesotrophic group.

As a final step in the discriminant analysis, the BMDP7M
program performs a principal component analysls of the classi-
fication functions. The principal components are linear functions
of the entered variables which are independent of each other.

The components are determined so as tom_ax:i.mize the variance (or
discrimination power) of the first component, cxr canonlcal vari-
able. Canonical correlatlon coefficlents computed for all

principal components characterize their relative discriminating

powers.

The stepwise analysis (Table 2.5-11) indicated that the
rate of phosphorus input, L , in addition to the estimated
mean outlet concentration, COEST, were the best variables to
use in a linear model to classify the lakes. These two variables

are obviously correlated, since the latter was calculated from:

COBST = (1~RE) €I = (1 -RE) m (2.5-47)

The two principal components of these variables had canonical
correlation coefficients of 0,87 and 0.07 , respectively. This
indicated that essentially all of the classification ability

was located in the flrst canonical variable. This result




Trophic State Prediction (continued)

effectively reduced the bivariate classification model to a
univariate one. The analysis suggested that the lakes could

best be classified along the axis of the following canonical

variable:
log X = 0,1853 log L + 0.8147 log COEST (2.5-48)
= 0.1853 log L + 0.8147 log [L{1-RE}/QS] (2.5=-49)
= log I - 0.8147 leg [QS/(1-RE}] {2.5~50)

The PMDP7D program26 was again employed to examine the
stratification of the trophic states along this axis. The
analysis of variance indicated that the logarithm of X had
more discrimination power { P = 119) than any of the variables
previously examined (Table 2.5-2). However, the standard
deviations of log10 X in the three groups were 0.16, 0.23, and

7 indicated that the

0.37, respectively. Bartlett's test
hypothesis of homogeneity of variance could be rejected at the
99.5% level, 1In order to stabilize the variance across groups,

the following transformation was employed:

X = =1/x" 20 (2.5-51)

X = L (gs/(1-re)] *8147

(2.5=52)
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2,5.4 Trophic State Prediction (continued)

The transformed variable had standard deviations of 0.28, 0.34,
and 0.33, respectively. Bartlett's test indicated that the
hypothesis of homogeneity of variance across groups could not
be rejected at the 75% level., When the 10 lakeé with outlet
concentrations greater than 0.2 g/m3 were excluded from the
analysis, the transformation in equation (51) was still found

to be necessary to stabilize the variance across groups.

The discriminant analysis program was re-run, allowing XT
alone to enter. ‘Pable 2.5-12 shows that no significant discrimi-
nation power remained in the excluded varlables. 86.3% of the
lakes were classified cor¥rectly along this axis. The analysis
of variance in the second part of Table 2.5~12 illustrates the
distribution of this variable across groups, using the entire
data set. The overall F level of 162.3 oan be compared with
the levels for the original variables, which ranged from 3.3 to
66.2 (Table 2.5-2). It seemed apparent that this canonical
variable incorporated essentially all of the linear discriminating

powar of the variables in the analysis.

Table 2.5-13 summarizes and comparaes the statistics obtained
for the various discriminant runs. An important statistic
characterizing the overall separation of the groups is Wilk's
lambda, the multivariate analysis of variance statistic, which

has a possible range of zero to onelz. The analog of lambds in
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Table 2.5-13

Sumary of Statistics Characterizing Discriminant Analyses

- 5
D ©
-y -y
;- .
=y .
2 a8 B8 5 ° 3 s B F Matrix 2 8 283 BESR
T %3 £ 3 - a 5 B £ T R80 B89
s 2§ B L B Bur = 2 2 B,F 888 Sk
> 23 S o 0 3. 28 S = S Soe faf o
Vollemweider I L,z |0.490  2,2,92 fo.500 | 19.4 4,282 | 2.8 203 396 2,9 | 29.5 32.4
Vollenweider 11 L,QS |0.272 2,2,92 ] o0.728 | 41,7 4,082 | 8.1  49.7 105.0 2,90 } 21.1  22.9
Dillon co |o.325 1,2,92 |0.675 | 95.6 2,82 |18.4 679 1720 1,92§ 26.3 29.4
Stepwise Model L,COEST| 0.238 2,2,92 | 0.762 | 47.8 4,182 | 12.2 544 128.2 2,91 | 15.8 .16.4
b _
Stopwise, Pirst X [ 0.225 1,2,92° | 0,775 | 158.4 2,92 | 37.3.. 1021 251.2 1,92} 4.7

Canonical Varishle

15.1

aAnalog of R? in a miltiple regression anglysis.

X = Lias/ (1-RE)Y 818

LPT-2
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2.5.4 Trophic State Prediction (continued)

the univariate case is the within-group sum of squares over

the total sum of squares. The smaller the value ofllamhda,

the greater the separation of the groups. One minus lambda,
also listed in Table 2.5-i3 is an analog of R? in a multiple
regression analysis, in the sense that it is the multivariate
version of the explained sum of squares over the total sum of
squares. The "Total Percent Misclassified" has been computed
from the total number of misclassifications and the total number
of lakes, while, the "Average Percent Misclassified" represents
the average of the percents misclassified for each group., The
latter effectively normalizes the statistic for differences in
the numbers of samples across groups. The statistic¢s in Table
2.5-13 provide a means of ranking the various models. They
generally indicate that the L versus Q5 axes {Vollenweider's
second model} provide the most discrimination power of the three
established models, while the functions derived from the stepwise

analysis are superior overall,

Using the entire sample of lakes, the functions derived
above and Vollenweider's and billon's models, with original and
optimal parameters, are compared in Table 2.5-14 and displayed
in Pigures 2.5-13 through 2.5-18. Por each model and parameter
get, Table 2,5-14 gives the loading equation used to olassify
the groups, the classification matrix, and percentage misclassi-

fications by group and overall. Two forms of Dillon's model have
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Table 2.5-14
Comparisons of Model Porformance in Classifying 105 Lakes

o 1] o
E g Hat:l.::teg y oE %e .
Loadtng FEg rovheset BE BEE 25k
Modot  _ _ Bquations Sra g__ cd  esd <
Vollenveider [* ' 6 12 5 S 45.5 25.7 | 3.9
Loy = 0.025 20-502 M 3 7 15 |ess
Lyp = 0.050 20-502 E o 1 59 1.7
Vollenweider 1° o 16 4 2z . Jas | 206 | 328
Low = 0.054 20548 " 12 s fans
lyp = 1.268 2°0-089 B 1 12 47 |27
Vollonweider 11° o 1 1 o 4.5 16.2 21.1
tom = 0.100 qs®-500 M 8 11 4 52,2 : _
Lyg = 0.200 qs?+59° |2 o a4 s 6.7
Vollenweider (17 o 18 3 o0 15.6 | 1950 | 220
Ly = 0.057 gs2+8%9 K 6 M4 3 {31 '
g = 0.181 qs0-%98 E o 8 52 13.3
Dillon (R Observed)® : 0 18 4 0 18.2 18,9 7.3 .
Loy = 0.010 Qs/{1-R) H 7 9 7 50.3
lyg = 0.020 G5/ (1-R) 2 0 2 s8 3.3.
Dillon (R Observed)? - o 19 3 o0 13.6 | 23.8 | 283
Loy = 0.0107 QS/(1-R) " 8 10 5 56.5
Iyg = 0.0274 Q5/(1-R) B o 9 5 ‘|10
Dillon (R Estimated)® o 20 2 o 9.1 19,0 26.4
Loy = 0.010 GS/(1-RD) H 8 8 7 65.2
Lyg = 0.020 QS/(1-RD) B o0 3 & 5.0
Dillen (R Estimsted)” o 22 o0 o 00 | 171 ] 20.7
Law » 0.0107 QS/(1-RD) M s 11 3 52,2 '
Lyg = 0.0274 QS/(1-RD) E o0 & 54 10.0
Stepwiso Discrinimanc Analysis | ¢ 20 2 0 90 | 1.3 | 156
Loy » 0.0170 (qs/(1-rE)TO 288 x4 17 2 26.1
L = 0.0655 {os/-REN 7] 2 0 7 53 a7
Stepwise Discriminent nnalysisc 0 20 2 (1] 9.1 12.4 14.5
Lo = 0.0290 [qs/(1-re))0-81% 4 17 2 26.1
Lyg = 0.0549 [Qs/(1-rE})O-835 e 0o s 55 8.3

%0riginal paramsters.
bOptimal pavezsters,
€pirat canonical variable.
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Lake Classification According to Pillon's Model with
Observed Retention Coefficients
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2.5.4

Trophic State Prediction {continued)

been evaluated: one employing the observed retentlon coefficient
and one employing the retentlon coefficient estimated according
to Dillon and Kirchner'’s equation for R as a function of Q5

{equation (2.4-3}).

Comparing the percents misclassified by group shows that the
major effect of estimating optimal parameters for each model has
been to reduce the errors in the mesotrophic group and to distri-
bute misclassifications more evenly among the three trophic states.
Generally, little effect on the total or average percents correct
is observed as a result of estimating optimal parameters for each
model, except in the case of Vollenweider's first medel, for which
the shift in line distinguishing eutrophic from mesotrophic lakes
was relatively dramatic (Pigure 2.5-13), Optimization of the
parameters for the established models generally had more effect
on the "dangerous" than on the "permisaible” loading lines. The
effect has heen to raise the former. For instance, the mean
outlet concentration separating mesotrophic from eutrophic lakes
according to Dillon's model was raised from 0,020 g/m3 to 0.027
g/m3. The latter figure is closer to the value of 0.025 g/m3
recommended by the Environmental Protection Agency as a water

quality criterion "to maintain conditions free of nulsance algal

a5
blooms" .

The average percents misclassified ranged from 14,5% for
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2.5.4 Trophic State Prediction {continued)

the model based upon the first principal component derived from
the stepwise analysis to 38,9% for Vollenwéider's first model
with its original parameter values, Misolasaification by more
than one trophic state occurred only in the &ase of the latte;:.
The analysis suggests that the L versus Z axes are clearly
inferior to the other classification schemes examined, It is
more difficult to distinguish among the remaining models, how-

ever,

Using the estimated, as opposed to the observed retention
coefficient, seems to have improved the performance of Dillon's
model somewhat. Likowise, the stepwise discriminant analysis
selected COEST instead of (O in deriving the optimal linear
classification model for the data. If average outlet concentra-
tion, as an indicator of average lake concentration, is an
important factor in determining lake trophic state, then the
above results suggest that the estimated outlet concentrations
{according to Dillon's equation or the model derived in the
previous section) may be superior indicators of actual lake
conditions than the reported values. MAs discussed previously,
it is l1likely that significant errors exist in the NES estimates
of the retention coefficients, because of the assumptions
employed in converting the phosphorus balance observed for the
year of sampling to an "average hydrologic year". The phogphorus

_retention models may act as filters by removing errors in the
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2,5.4

Trophic State Prediction (continued)

reported retention coefficient (or outlet concentration) ‘data.
This suggests that the evaluation of Dillon's model based upon
observed retention coefficients may have been hampered somewhat

by the quality of the data. '

The results of the stepwise analysis are presented on two
sets of coordinate axes: COEST versus L (Figure 2.5-17) and
L versus Qs/{1-RE) (F;gure 2.5-18). The fact that I entered
significantly into the classification scheme after COEST is
reflected by the slight downward slope of the classification lines
in Figure 2,.5-17. If these lines were horizontal, concentration
alone would e significant. The apparent importance of both
concentration and loading suggests that both the amount of nutrient
avallable and the rate at which it is applied determine trophic
response, although the latter is of relatively minor importance..
The axes have been transformed In Figure 2.5-19 to isolate loading
on the y-axis and to display the classification scheme in a manner
similar to Pigures 2.5-13 through 2.5-16, representing the other
models evaluated., The fact that the discriminant lines in
Pigure 2.5-~16 ars nearly parallel explains the success of the
first principal component in capturing most of the discrimination
power of these varaibles. The horizontal axis in Figure 2.5-18
can be interpretated as the areal removal rate of phosphorus per

unit of concentration:

* Another interpretation is that the canonical variable is more closely
related to spring overturn phosphorus concentration than is ocutlet

concentration alone; the former has been shown to correlate with
mid-gummer chlorophyll concentrations (se Figure 2.5-11}
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Figure 2,.5~18

Lake Classification According to Model Derived from Stepwise’
Discriminant Analysis on L va. QS/(l-RE)} Axes
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2.5.4 Trophic State Prediction (continued)

o]

QS = -
T-re = W L+KN) = 0S+Kz Qs + U (2.5-53)

where

K = eoffective first-order decay
coefficient (1/yr)

-.5
= 0.824 T 46

U = effective phosphorus settling
velocity {m/yr)

= K2

The settling velocity is a term firat introduced by
Vollenweider?4. The total removal rate is comprised of a

fiushing term, ©5 , and a sedimentation term, U .

Subsequent at;alysis will deal with the discriminant model
based upon the first canonical variable derived from the
stepwise analysis. 1This model represents the bhest summary
of these particular data. No notion of the general superiority
of this model over the others investigated 1s implied, with the
possible exception of Vollenwelder's first model. The techniques
employed below to interpret and apply the discriminant -model
could be applied equally as well to the other models or other

( data hases,
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2.5.5 Discussion of Misclasgsified Lakes

One of tha advantages of posing the lake trophic state
estimation problem as a formal discriminant analysis is that
the computed classlfication functions can be used to estimate
the posterior probability that a given lake belongs to a given

clags. The following formula 1s useful is this regard 26: i

P = - = (2.5-54)

where,

= number of groups

£ = c¢lassification function value for
lake 1 and group k

= posterior probably that lake 1
belongs to group j

Table 2,5-15 lists the jackknifed probabilities for the
misclassified lakes in the analysis based upon the first
canonical variable derived from ths stepwise analysis

{Tabla 2.5~12). The probabilities provide means of assessing
tha severity of a given misclassification. For inatance,
Cayuga, reportedly mesotrophic, was misclassified as

eutrophic by the discriminant model, but the computed




Tahle 2.5-15

Misclassified Lakes

& @ Classification

. P Probabilities?@

Lake é E 0 M E
Winnepesaukee 0 M| .456 »542 .002
Crystal 0 M| .l44 .830 026
Sacandaga M O} .890 .110 .000
Keuka M O] .995 .004 .000
Cayuga M E | .010 .493 .497
Clyde M E] .003 .256 .741
Leech M O] .504 .494 002
long M 0] .797 .203 .000
( Okanagan M E ] .002 . 205 794
Pine M O] .6l8 . 382 .001
Lower St Regis E M| .135 .B40 .026
Conesus E M| .009 .501 .490
Bemidgi E M 073 .854 074
Powder Mill E M| .00l .547 .442
Bodensee-Obersee E M ] .003 .771 .197
Zurichsee E M| .03l . 756 .213

a - duackknifead
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Discussion of Misclassified Lakes (continued)

probability levels for the mesotrophic and eut.r.oph:l.c states
were 0.493 and 0.497, respectively. Thus, thils misclassgsifica-
tion was not a severe one. A more serious error occurred in
the case of Sacandaga, a rleportedly mesotrophic lake which

was estimated to have probabllities of 0.89 and 0.1l for the

oligotrophic and mesotrophic states, respectivaly.

Patterns in the lake misclassifications havelbeen compared
with other residual patterns in the analysis, including those
derived from the independent variable regressions in Table
2.5=3 and from the phosphorus retention models. HNo consistent
patterns wera evident. Possible sources of misclassification
errors include erroneous data, model errors, and non-steady-

state conditions.

Errors could occur in both the dependent and the independent
variables. Mistakes in the orlginally-reported classifications
represent dependent varilable errors. The most severe misclassi-
fication occurred in the case of Keuka, classified by the EPA
as mesotrophie, but which was assigned to the oligetrophic class
with a posterior probability of 0.996. Examination of the NES
working paper on this lake indicated no basis for the mesotrophic
classification. The lake had relatively high transparency, low
chlorophyll levels, and no evidence of hypolimnetic dissolved

oxygen depression. It is not surprising that most of the
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2.5.5 Discussion of Misclassified Lakes (continued)

classification errors involved mesotrophic lakes, since a lake
in this class could be misclassified in either of two directions.
The misclassifications arising frcn;| errors in the originally-
reported trophic states might be traced to errors in data or

in its interpretation. Errors of the latter type could be
reduced by developing and applying a more cebjective classifica-
tion scheme, similar te Shannon and Brezonik's Trophlc State
Index > . Another source of misclassifications is errors in the
:I.ndependent. varilables, i.e. in the estimates of phosphorus

loading, hydraulic residence time, or mean depth.

Model errors would occur in aystems with particular char-
acteristics which would tend to alter their behavior relative
to other lakes. One such case 1s Powder Mill, a eutrophic pond
with a residence time of 6.6 days and with extensive growths
of aquatic macrophytes.asThe misclassification of the pond as
mesotrophic may be due to the relatively rapid f£flushing of
nutrients having less of a regqulating effect upon the producti-
vity of rooted vegetation than upon the productivity of suspended
‘phytoplankton. As noted in Section 2.2, lakea with aquatic weed
problems generally do not conform to classification schemes
developed for lakes dominated by algal productivity. Possible
effects of nitrogen limitation in some systems may be another

source of model error.
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2.5,5 Discussion of Misclassified Lakes (continued)

A third type of error would arlse from non-steady-state
conditicons existing in systems whose nutrient budgets and/or
biota had not fully responded to changes in trends in phosphorus
loadings at the time of sampling. For Instance, the under-
clagsification of MNew York State lakes Sacandaga, Keuka; and
Conesus may have been due In part to the effects of detergent
legislation which was being implemented in parts of New York
at about the time of the NES sampling (1972). This might have
influenced the phosphorus loadings, but the trophic states
would not have had time to respond fully to any such changes.
The under-classification of Bodensee-Qbersee may have been due
to a simllar effect, Loading values of 4 and 1.1 grams/m2~yr
are given for this lake in Vollenwelder's 1968 93and 197395papere,
respectively., If the dlfference in loading is not due to an

error, the lack of response time may explain this migclassifi-

catlion, since the latter loading value was used.

According to Uttormark and Wall's 92 dynamic lake classifi-
cation scheme (Figure 2.2-1), the water quality of the under-
classified lakes would be improving and that of over-classified
lakes would be degrading. Accorxdingly, the misclassifications
in TAble 2.5-15 would serve as a basis for selecting likely
candidates for lake protection and renewal programs. Such
declsions would be made, however, only after other possible

sources of classification error had been sliminated.
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2.5.6 hpplication Strategiss

The following section demonstrates the application of the
discriminant model in a management context. The particula¥
preblem addressed is that of rationally selecting design value
for an "acceptable" phosphorus loading for a given lake under
conditions of uncertainty in the information used to formulate
the problem. The pafticular management objective selected for
the analysis 1s that the lake of concern be "non-eutrophic”,
i,e. mesotrophic or ocligotrophic. The approach developed below
could be applied equally as well to other possible objectives,
such as achieving or preserving oligotrophic status. When there
is uncertainty in the information or models employed in this
type of design, probabllistic considerations become important.
Under such conditions, the rational design basis is to satisfy

a given probability level of achieving the management objective,

The property that the discriminant model can be used to
generate classification probabilities 1s particularly useful
in this application, The principal component analysis of the
stepwigse disoriminant model has reduced the classification
problem to a single dimension. Using the results in Table
2,5-12 and equations (51), (52}, and (54), a probability can
be assigned to any value of the canonical variable, X ,

according to:
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2,5.6 Application Strategles (continued}

exp(f )
ple:X) = f.-xptfo) + exp(fm) + exp(fe) (2.5-55)
fe = =18,508 - 20,487 XT
fm = =36,773 - 29.327 XT
fo = «53,804 - 35,646 XT
R
X = L [gs/{1~re)1”"8147
l-RE = 1./7[1. + .824 T‘454]

substitution of the corresponding exponential into the

numerator of equation (55) would generate a probability for
either of the other two trophic states frmﬁ estimates of L ,

2 ,and T . A plot of these probabilities against the base
10 logarithm of X is given in Figure 2.5-19 This plot
clearly shows the separation of the trophic states according

to the discriminant model. FPigures 2.5-20 and 2.5-21 contain
the same information plotted on log L versus log (RS/[1-RE))
axes. The lines in Figures2.5-20 and 2.5-21 correspend to lines
of constant probability of eutrophy and ollgotrophy, respectively.
In a management context, the probabilistic interpretation of

these lines renders them more useful than the "permisaible" and
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Fiqura 2.5-19

Trophic State Probabilities Versus Canonical Variable X
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2.5.6

Application Strategies (continued)

"dangerous” lines employed in the Vollenwelder plots.

Suppose that the design bagls were to he 95% sure that a
given lake would be non-eutrophic. If there were no uncertainty
in the variablez needed to compute the value of X as a function
of management strategy, l.e. in L, Z , or T , the rational
loading allocation would correspond to the intersection of the
0.05 line in Pigure 2.5-20 and a vertical line at the value of
05/ {1-RE)} appropriate for thel particular lake. an equivalent
method woqld be to find the value of log X in Figure 2.5-19
corresponding to a 0.05 eutrophic probability and tec solve for
the equivalent value ¢f L . This has been done for eutrophic

probabilities of 0.01, 0.05, and 0.10:

Loy = 0.0237 [gs (1 + 0,824 74541813 (2.5-56)
L s = 0.0310 [Qs (1 + 0.624 " ¢>%)) 8% (2.5-57)
L, = 0.0354 [0S (1 +0.824 p+434y,.815 (2.5-58)

These equations could be considered design equations for cases
in which there is no uncertainty in the loading, residence

time, or mean depth estimates.
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2.5.,6

Application Strategies (continued)

When X cannot be specified exactly, however, the problem
is somewhat more complicated. Uncertainty in X arises from
sampling, measurement, and/or estimation errors in the estimates
of L, T, and 2Z , all of which refer to mean quantitiaes.
This uncertainty is more precisely defined as the inabkility to
exactly specify the X “value which would result from the imple~
mentation of a particular management strategy. For instance,
it would not be possible to exactly estimate the phosphorus
removal efficiency of a future tertiary treatment plant.
Existing or future non-point sources of phosphorus may be poorly-
defined and thereby contribute substantial uncertainty to the
estimate of total phosphorus loading. The effects of changes
in land use on non-peint sources would likewise be difficplt
to predict with much accuracy. Uncertainty in X woul& also
rise from errors in the estimates or measurements of hydrology
(groundwater and surfacewater flows) and lake morphology. The
total uncertainty in X measures the relative ability of the
planner or designer to match the target value of X specified
by the discriminant model, given the available information and

control technologies.

A first-order error analysis (Table 2.5-16) can be used
to roughly estimate the error distribution of X f£rom the error
distributions of L, T, and 2 . Clean estimites of the

covariance matrix of L, T , and 2 are difficult to obtain.
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Table 2.5-16

First-Order Error Analysis for Estimates of Canonlecal
Variable X )

Original definition :
X=L [0S/ (1~pe) 1 515

In terms of CI, QS, and Z :

% = oI 0s°185 [ 1 4 824 z-45%0s 454,615

From Expected Value Theory :

3 3
var{X) = £ L {

ax ax
i=1 j=l i

vhere:
y1=CI
y, = QS
Yy= 2

Assuming Cov(yi,yj) =0 for 1 ¢ J :

var(X) _ Var{cI)

+ 02 !EEEEL- + {a+ .185)2 !EEiQ§)

2
X2 cr? 72 Qs
2 2 g 2 22
cv cv cv + (a4 ,185) CV
C\.rx = CVCI + 0 2 { ) os
where :
305 2954 gg=-454
e = ~454__-.454

1+ ,824 2°77%s
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2,5.6 BApplication Strategies (continued)

The problem can be simplified‘ congiderably in cases in which
the off—diagonal elements of the matrix can be assumed to be
negligible, In order to reduce the importance of the off~
diagonal elements, the algebra in Table 2.5-16 has been done
with X expressed in terms of €I, QS , and Z . This
roughly partitions the total error into a concentratien, a
hydrologic, and a morphometric component. Since each of these
variables represents a mean value, the stamdard error of the
population mean can be computed directly if the estimate is
based directly upon independent observations. c;:msideration
of measurement errors and subjective assessments of uncertalnty
by people familiar with the respective sampling and measurment
prchlems can also be incorporated into the error estimates.
S:I.nce. QS and 2Z represent relatively easily-observable
quantities, errors in these estimates would be expected to
contribute relatively little to the total uncertainty in X .
Accord:l.ngly, most of the uncertainty would generally be attri-
buted to the average inlet concentration estimates. Because
the second deviation of X with respect to CI vanishes,
higher-order terms in the expected value of X are insignifi-

cant and have been neglected.

Tachniques for estimating the error distribution of a
loading or average inlet concentration estimate from continuous

flow and grab-sample concentration measuremente have been
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2.5.6 Application Strategies (continued)

discussed previocusly {Section 2.3.2). If loading has been
estimated based upon tributary land use or population data,
the distributions of unit loading factors (e.q. g-P/m2 Urban
Area-year) found in the literature could serve as a basis to
approximate the variance of the average inlet concentration

estimate.

perived from the equations in 'fable 2.5~16, an estimate
of the coefficient of variation of X can provide a means of
assessing the effects of this type of uncertainty upon the
trophic state projection and upon the rational loading alloca-
tion. Two forms are suggested for the error distribution of X:
normal and log-normal. The former seems appropriate in the sense
that X represents an estimate of a mean quality, the distribution
of which would tend toward normality as sample size increases. The
latter has the desirable and realistic property of postivity and
probably more adequately reflects the distributions of the measure-
ments employed in estimating L and QS ., The calculations outlined

below have been done for each of these assumed distributions.

Assume that the error distribution of X can bhe described by
completely by the two parameters X and Si » The following
maltiplicative rule can be employed to combine the trophic

state and error distributions:

-

ple: x,si) = pl{e:X) - p(X :x.si) (2.5~59)




2.5.6 Application Strategies (continued)

The probability of a eutrophic state classification, given ;:
and s;‘ » equals the probability of the classification, given

X (equat-ion (55)), times the probability of X , given ;

and Si « This equation can ba evaluated by substituting the
expression for the probability density function of X according
to the assumed distribution and integrating over all pessible

X

For normal X :

l(x-x 2
s ~ = . X -
ple: K,Sx) '0 ple : X) s~/on © ax {2.5 60.]

For lognormal X :

- 1 -—(I%ETL)
ple : X,Sp) j ple : X) 5o s © 1 dlogXx  (2.5-61)

1
From the theory of the lognormal distyibution :

sgs * Anaro) Tn(l +o02) /2.303 (2.5-62)
logx = 1ogx 3 Sl@‘x (2,5-63)
cv, s;/:‘i (2.5-64)
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2.5.6 Application Strategies {(continued)

Equations (60) and (_61)- have been integrated numerically using
Simpson's rule and the results are presented in Tables 2,5-17
and 2.5-18. Tables 2.5-19 and 2,.5-20 present corresponding
results for the oligotrophic state. Mesotrophic probabilities
can be determined by difference. Essential aspects of these
tables are summarized in the contour plots of Figure 2.522.
The probabilities have heen evalued for ; values ranging from
0.006 to 0.25 and cvi values from 0. to 0.8. At CVx = 0.,
the results correspond to the curves in Figure 2.5-19. As the
coefficient of variation of the X estimate increases, these

curves spread out and the trophic state distinctions become less

clear, as 1s evident in Figure 2.5-22,

At low probabilities of eutrophy, the effect of uncertainty
in X 4is more pronounced for the 1ognormal distribution as
compared with the normal distribution. This reflects the
skewness of the former toward high X values. Because of
this aspect, the lognomal tables and contour lines are more
conservative than the normal ones. The normal tables and lines
are probably more appropriate for use when the estimate is
based upon a large number of direct measuremenis and is rela-

tively well-defined.

The above results can be used to estimate the effacts of

uncertainty in X on the design value which satisfies a given
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Eutrophic Probabilitibs for Normal Error Distribution of X
Coefficlient of Variation of X
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Eutrophic Probabilities for Lognormal Error Distribution

Coefficient of Varlation of X
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Oligotrophic Probabilities for Normal Error Distribution of X

Coefficlent of Variation of X
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Oligotrophic Probabilities for Lognermal Error Distribution of X
Coefflolent of Variation of X
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2.5.6 Application Strategies (continued)

probability of entrophlc classification. Tables 2.5-21 and
2.5~22 have been derived by interpolating Tables 2.5-17 and
2.5-18, for the normal and log-normal distributions, res-
pectively, Rows in each table represent constant probability
laevels, ranging from 0.01 to 0.2, as given in column one.
The second coclumn indicates the values of X corresponding
to the varlous probabilities, assuming that "X can be spacified
exactly, i.e. (:vx = 0. . The ramaining columns indicate the
percent reduction in the design values of X which would be
necessary to account for the increasing uncertainty levels.
The tables indicate that the cost of this uncertainty |

generally increases with decreasing desigh probabflities.

Uncertainty costs are higher for the lognormal distribution.




Table 2.5-21

Effect of Uncertainty in X on Rational bDesign Values for Lognormally
Distributed Brrors

a b Coefficient of Variation of X Estimate
ple) xa .05 .10 .15 .20 .30 .40 .50 .60 .70 .80
.01 0237 0.7  -2.7 =5.7 =-9,7 -19.2 =29.1 =38,2 -46.1 =52.8 =58.4
.02 .0264 =0.6 -2.4 -5.2 -8.8B ~17.4 ~-26.3 ~34,7 =42.1 -48.4 -53.7

.05 .0309 -0.5 -2.0 -4.4 -7.4 -14.5 =-21.9 =-28.9 -35.2 -40.7 -45.4

-10 .0354 -0.4 -1,7 -3.5 -5.9 =-11.5 =17.3 -22.,9 -28.0 -32.5 -36.4
20 .0414 -0.3 -1.0 -2.3 -3.8 -7.2 =-10.8 -14.3 =-17.5 =-20,3 =22.8

Table 2.5-22

Effect of Uncertainty in X on Rational Design Values for Normally
Distributed Errors

Coefficient of Variation of X Estimate
ple)? xg .05 .10 .15 .20 .30 .40 .50 .60 .70 .80
0 |.0237 } -0.6° -2.3 -4.9 -8,0 -14,9 -21,7 =-27.8 -33.3 -38.2 -42.4
.02 | .0264 | -0.5 -2.1 -4.4 =7.3 -13.7 -20,1 -26.1 =31.5 -36.2 -40.4
.05 |[.0309 | -0.5 -1.8 -3.7 -6.2 -11.8 =-17.6 -23.1 -28.1 <-32.6 =-36.7
0 [ .0354 | 0.4 -1.4 -3.0 5.0 -9,7 -14.7 -19.6 -24.1 -28.3 =-32.2
.20 [ .0414 | -0.2 -0.8 -1.8 =3.} -6.3 =9.9 -13,7 =-17.4 -20.9 -24.2

a - p{e) = probablility of eutrophic classification

b= xo = design value of X, assuming it can be specified without error; X a L [ 0S (1 + .824T'454}]—'315

¢ - percent change in xo required to account for given level of uncertainty

6LT~T
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2.5.7 ‘Egg}ications for Monitoring Program Design

Quantifying the effects of uncertainty in the decision
variable upon the rational design provides a means of rational-
izing the need for additional data acquisition. These effects
can be expressed in economic terms, i.e. in terms of the cost
assoclated with the additional nutrient source abatement
required to account for the uncertainty, Typically, nutrient
abatement entalls substantial economic investment (e.q. pipelines
and treatment plants) or losses (e.g. restrictions in land develop-
ment). The marginal costs attributed to the uncertainty can be
compared with the monitoring and analytical investments required
in order to reduce that uncertainty, i.e. to obtain a better
loading, residence time, or mean depth estimate. Because the
abatement costs are generally on a much higher scale than ﬁoni-
toring costs, an overall optimization would probably justify
additional source monitoring or other measurements, until the
uncertainty in the decision variable, X , is low enough so
that its effect on the design 1s low, or until the flat portions
of the countour lines in Figure 2.5-22 are reached. In this
reglon, the coefficient of variation of ﬁ is about 0.15 or
less, and the effect of the assumed error distribution is small.
This approach toward rationalizing the need for monitoring by
expressing it in terms of the design costs of uncertainty has
been explored by Meta Systems, Inc.61 in a study for the Depart-

" ment of Transportation, which involved an examination of thea
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2.5.7 Implications for Monitoring Program Design (continued)

potential effects of additional streamflow gauging sites upon

the ra_t:l.onal design of highway culverts.

Tables 2.5-2]1 and 2.5-22 indicate that if ;‘. can be defined
such that its coefficient of variation 1s less than about 0.15,
uncertainty costs would generally be less than 5'!' in the appli-
catlon of the discriminant model for loading allocations at the
given design prohabllity levels. Usually, mest of the uncertainty
in X would be attributed to the loading or average inlet concen-
tration estimate. It would be of interest to consider the
practical implications of this variability objective upon actual

stream monltoring requirements.

To provide a partial basls for assessing the potential impacts
of the Crouss-Florida bBarge Canal, Meta Systems 62 developed nutrient
budgets on varfous reaches of two major drainage basins in north-
central Florida: the Oklawaha and the Withlaccochee. For each
sampling station an attempt was made to quantify both the mean
and the variance of the nutrient flux estimate on yearly and
long-term-average time scales. The tachniques, assumptions, and
limitations of the estimates have been discussed previously

(Section 2.3.2).

Pigure 2.5-23 is a log~log plot of the coefficlents of
variation of the total phosphorus £lux estimates against the

numbers of concentration samples employed in deriving the estimates.
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Coefficient of Variation of Mean Flux Estimate

.50

Plgure 2,5-23
Coefficlent of Variation of Mean Phosphorus Plux Entimate
Against Samﬁle 5ize for Various Stations in the Cross-
‘Plorida Barge Canal Sl:utily“:'2
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2.5.7 Implications for Monitoring Program Design (centinued)

Regardless of the particular technique employed to astimate the
average flux from the centinuous flow and grab-sample concentration
data, the standard error of the mean varles inversely as the square
root of the effective concentration sample size {(Table 2.3-2).
Because sampling frequencies werea generally less than one per
month, the effect of autocorrelation upen the effective saﬁple

slze was assumed to be negligible (Pigure 2.2-1). The lines in
Flgure 2.5-23 have slopes of -1/2 and, accordingly, are lines of
constant variability in the sampled stations. The relative
varlability is defined as k , the product of the coefficient

of varlation of the mean flux estimate and the square root of

the sample size. In the figura, three types of stations have been
distinquished: springs, river stations, and impoundment stations.
Thelr respective locations on the plot reflect generally increasing
variability. In order to define the mean flux to within a given
coefficlent of variation, fewer samples are requirad for the

spring stations than for tha impoundment stations. Solid symbols
were derlved from long-term—average flux estimates and open
symbols, from yearly estimates. Because of sampling error in

the variance, as well as the mean, the yearly estimates. generally

exhiblt more scatter.

A k wvalue of about 0.5 seems to characterize most of the
open river and impoundment stations. At this level of variability,

about 11 samples would yleld a coeffleclent of variation of 0.15 in
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2.5.7 Implications for Monitoring Program Design (continued)

the mean. A similar analysis of NES tributary or other stream
data would bs required in order to determine whether the variabili~ -
ties and resulting sampling requirements based upon the E;lorida
data are generally applicable. Of particular interest would be
the relationships between flux variability and such factors as

flow, flow variability, and drainage basin characteristics.

The coefficient of variation of a total loading estimate

derived from independent flux estimates can be calculated from:

—2 2
oV, 2

i

CVT = j_:]_—ﬁ_—_; {2.5-64)
(L !.i)
i=1

If the individual fluxes are estimated with the same accuracy,

v,

ﬁ:, = T —_ (2.5~65)

Accordingly, the following bounds can be set upon the ratio of

oV, to OV, :
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2.5.7 Implications for Monitoring Program Design {(continued)

cv,
R (2.5-66)
m . cv,

The lower limit corresponds to the case in which all !.i are
equal, This analysis indicates that if the estimates cof the
individnal fluxes all satisfy the maximum variability requirement,
then the total lcading estimate will at least satisfy that require~

ment.

Assuming that an average variability of 0.5 is typical, a
monthly sampling frequency appears to be adequate to define a
loading or inlet concentration estimate for application of this
particular model. This applies only to tributaries not dominated
by point sources. This result may reflect the fact that the model
itself was derived primarily from nutrient balanoes which had been
estimated based upon monthly sampling., This re-emphasizes the
need to appreciate that these results are both model- and data~

specific.

In view of these results, the interpretation of the probabili-
ties generated directly from the discriminant model (i.e. pfe: X}
in equation 2.5-54) warrants additional discussion. To some extent,
the effects of uncertainty in X have already been included in

this function, since errors were present in the X estimates of




2,5.7 Implications for Monitoring Program Design (continued)

the data set employed to estimate the parameters of the
classification model. A more accurate definition of p (e 1 X)
would be: " the probability of a eutrophic classification,
glven an X estimate which had been generated using the same
types and amounts of data and the same techniques employed in
developing the phosphorus budgets in the original data set" .
This may account for the apparently small effect of additional
uncertalnty in X on the classification probabilities for
coefficients of variation less than 0.15. In this range, the
added uncertainty may be small compared to that already present.
The results of the error analysis conducted on the phosphorus
retention model (Section 2.5.3) indicated that coefficlents of
variation in the range of 0.10 may be typical of the inlet and

outlet phosphorus concentration estimates in the data set.

The major question that remains is: what would happen

| to the shape of p{e: X) Iif better estimates of X were
available? The separation of the trophic states along the
X axig in Figure 2.5-19 may become more distinct and the
design levels of X to achieve a given probability of
eutrophic classification may become higher. Hence, uncer-
tainty costs may already be present in the xo values of
Tables 2.5-21 and 2.5-~22. These costs could only be quantified
by refining the data or using other lakes with more accurate

nutrient budget estimates. The net resuit is that the actual
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2.5.7 Implications for Monitoriwg : Program Design (continued)

probahility of eutrophic classification for a given X wvalue
may be lowar than that calculated according to the above
scheme, 1f the model were applied to a lake with a loading
estimate which is more accurate than those of the original
data set, Hence, in such a case, the scheme would yield a
conservative design value for phosaphorus load:l.ng.‘ Because
of the potential economic costs associated with this conser-
vatism, a thorough re-examination and refinement of the data
and techniques employed in estimating nutrient budgets may be
justified. This would reduce the errors in the independent
variables employed in the discriminant analysis, and any

resultant uncertainty costs.
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2.5.8

Summary

The avallability of phosphorus balance and trophic state

.data on a varlety of lakes has permitted analysis and comparison

of existing empirical models for predicting phosphorus retention

coefficlents and lake trophic states. A preliminary analysis

of the data revealed significant stratification of all morphologic, |

hydrologlc, and phosphorus-related variables considered across
trophic states. A high degree of multicollinearity was apparent,
indicating that cause-effect relationships would be difficult to
establish and that application of the results could only he
properly done to lakes which conformed to the multivariate dis-

tribution of the data analyzed.

A theoretically based model for phosphorus retentlon was

proposed and estimated. The effective first-order decay coefficient

of phosphorus was found to be roughly inversely proportional to
the squara root of lake hydraulic residence time and independent
of depth. Effects of incomplete mixing, temperature variations,
and the coupling of phosphorus dynamics with varlous, £lushing-
dependent, physical, chemical, and blological pro;:esses were
suggested as possible explanations for this behavior. The two
parameters of the model were found to be stable across trophic
states. The standard errors of estimate were substantially
higher in eutrophic lakes, however. This moedel compared
favorably with strictly empirical ones derived from linear

42
regression and with the equation suggested by Kirchner and Dillon
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Summary {continued)

An error analysis indicated that residual errors*dominated
over potential parameter and independent variable errors in
predictions of the retention coefficient. On this basis, it
was concluded that, for this type of model, the size of the data
set was adequate for parameter estimation purposes; An attempt
was made to disect the residual error into model apd measurement
errors. The former was shown to increase with hydraulic residence
time; the lattex, to decrease. The results indicated that coef-
ficients of variations of about D;l may characterige measurament
errors in the average inlet and outlet phosphorus concentration
egstimates. It was also shown that, as hydraulic residence time
decreased, the accuracy of outlet concentration predictions
became increasingly dependent upon the accuracy of the inlet
concentration (or loading) estimate, and therefore, that refine~
ment of the model would have little impact upon the total predic-
tion error at low residence times. At high residence times,
application of a more sophisticated model would be justified,
providing that its model and pafameter errors wvere 16wer.
Evidence was presented which suggested that the factor limiting
the accuracy of a chlorophyll prediction from phosphorus loading,
residence time, and depth would be in the empirical chlorophyll-
lake phosphorus relationship, and not in the lake phosphorus
prediction., Thus, it was concluded that the accuracy of the
phosphorus retention model was sufficient for application with

gtate-of-the-art chlorophyll models.

* model and measurement errors
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2.5.8 Summary (continued)

Discriminant analysis was employed to compare existing
models for trophlc state prediction and to derive an optimal
linear classification model for this data set, With the
parameters of the models optimized, the average percentages
of misclassified lakes were 32.3%, 28,3%, and 22.0% for
Vollenweider's first model ( L versus 3 )93, Dillon's model
{ CO )18, and Vollenwelder's second model { L versus QS )95.r
respectively, Optimization of the parameters for this data
set had little effect on the classification exrors obtained
when the originally-reported parameter values of the respec—
tive models were used. Evidence suggested that the performance
of Dillon's model may have been hampered by systemati& errors

in the retention coafficient estimates of the National Eutro-

phication Survey Lakes.

Stepwise discriminant analysis selected the outlet con-
centratioﬁ estimate based upon the phosphorus retention model
discussed above and the total phosphorus loading as components
of an optimal linear classification model for these lakes.

After these variables had entered, no significant discrimination
powers remained in the other variables. This model misclassified
an average of 15.9% of the lakes, with most of the errors
centered in the masotrophic group. A principal component
analysis was employed to reduce the classification model to

a univariate one, which further reduced average classification
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Sunmary (continued)

error to 14.5%., Misclassifications were discussed as possibly
relating to errors in the dependent and independent varisbles

and to unsteady-state conditicons in the lakes,

In applications, it was shown that the discriminant model
could be used to generate probabilities of trophic state
classification as a function of a single variable, which could
be computed from phosphorus loading, residence time, and mean
depth estimates, Means of incorporating the effects of un-
certainty in this "decision” variable on the classification
probabllities and upon the rational 1oadi.ng allocation for a
given lake were derived. In real applications, uncertainty in
the leoading estimates would generally contribute most to the
uncertainty in the decision variable. The effect of this
uncertainty upon the raticnal loading allocation which satisfies
a given probabllity of eutrophic classification was demonstrated
ag a means of justifying additional monitoring effort. These
effects were found to bhe small, provided that the coefficient
of variation of the decision variable estimate was less than
about 0.15. This, in turn, was shown to be possibly typical
of a flux estimate derived from monthly tributary sampling,
as employed by the NES, Because of possible effects of errors
in the original data set, it was suggested that application of
the classification model to lakes witl_-; nutrient budgets which

had been more accurately determined than those in the original
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2.5.89 Summary {(continued)}

data set would yleld conservative design values for phosphorus

loadings.

The empirical modelling approach taken in this section has been
based upon five prinqiple assumptions : (1) mass balance; (2} complete-
ly mixed conditions; (3) phosphorus limitation of lake ecosystems;

{4) first-order kinetics for phosphorus sedimentation: (5) the posaible
influence of lake morphometric and hydrologic factors upon nutrient
dynamics and trophic state response. The accuracy and value of the
models developed have been shown to ba limited by various features of
the data base, including measurement or estimation errors in the inde-
pendent and dependent variables, multicollinearity, nonsteady-state
conditions existing in the lakes during sampling, and the subjectivity
involved in the original lake classifications. In this context, it is
Aifficult to identify model deficlenciss due to effects of other con-
trolling factors or aspects of system behavior which have been ignored,
such as vertical stratification, sediment releases, or limitation

by light of other nutrients. In short, data of this sort have not
provided a very good basis for model discrimination. Because of these
aspects, the general superlority of the developed models cannot he
claimed. The primary emphases are upon the approaches taken and tech-
niques employed in their development and evaluation and upon the strate-
gles proposed for thelr application. In these regards, the underlying

theme 1s in the development and use of error estimates.
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2.5.9 Suggestions for Future Work

Thig section has illustrated some potentially useful
approaches to empirical modelling. O©One general concept to
congider is that these models are at most as good as the
data ﬁsed to derive them. Inmprovement in the quality of
the data could improve model accuracy and, in applications,
enhance design efficiencies. "Data errors" do not result
from measurement errors alone. The selection of techniques
for data reduction can also he critical. Use of an improved
set of techniques could conceivably permit improvement in
data quality without having to resort to additional measure-

ments.

One potentlal area for technlque improvement is in
tha development of lake nutrient budgets. The assumptions
employed in estimating mass fluxes from grab-sample concen-
tration data have been discussed in Section 2.3.2. The
likely introduction of errors due to the methods employed
by the National Eutrophication Survey in converting these
budgets to normal hydrologic years has also bean considered
in Sectien 2.3.4. Essentlally three independent and indirect
means have been used to eatimate the extent of data errors
inherent in the lake nutrient hudgets. Analysis of the
phosphorus retention coefficient residuals in Section 2.5.3
indicated that coefficients of variation of about 0.10 may

be typical of errors in the mean inlet and outlet phosphorus
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2.5.9 Buggestions for Future Work (continued)

‘concentration estimates. The results of the Cross-Florida
Barge Canal Studysz indicated that monthly tributary sampling
would yleld annual flux estimates with coefficlents of
varlation of about 0.15, for streams of the came general
charaocteristics as those included in that study. It was

also shown that the coefficlent of variation of a total
loading estimate derived from the sum of individual stream
fluxes would generally be less than that of the individual
flux estimates. Pinally, trophic state probabilities generated
by the discriminant model were found to be relatively insensi-
tive to errors in the phosphorus loading estimates for coeffi-
clents of variation of about 0.15 or less. Direct analysis
of ooncentration and flow data on a stream~by-stream hasis
would be required in order to develop prior, direot estimates
of these errors. Such an analysis, combined with an improved
strategy for hydrologic year corrections, could conceivably
improve the quality of the nutrient budget data without

resorting to additional measurements.

Another area for improvement is in the lake trophio
state classification. In the ‘ahove analysis, trophlc state
classifications had been originally given by somewhat subjective
interpretations of lake response data., Errors at this stage
of the analysis could concedvably be reduced by developing and

employing a more objective classification scheme. The general
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2,5.9 Suggestions for Future Work (continued)

approach would be to develop a continuous responge’index,

similar to Shannon and Brezonik's "Trophic State Index“aa.

' The index would include variables which could be related
directly to established beneficlal-use criteria. One
hpproach would divide the lakes into discrete states cor-
responding to various beneficlal uses, based upon the index
and the established criteria. Discriminant analysis could
then be used to separate the beneficial;use states based
upon stimulus variables. Alternatively, the continuous
index could be preserved and directly relatéd to the stimulus
variables using regression techniques, as employed by Shannon
and Brezonik74. Elther approach would provide a model which
could be used as a basis for probabillistic designs, analogous
to those discussed in Section 2.5.6. This work would provide
a more objective model basis and reduce dependent variable

{classification) errors. Again, these improvements would

be possible without additional data acquisition.




2.6 General Comments and Conclusions

Policy decisions in lake water quality management are
reached through a complex process involving a variety of
environmental, economic, political, and technologic factors.

This chapter has focused upon some aspects of the technologic
functions which can be employed to provide water quality impact
assessments. In making such projections, the englneer or

planner must make numerous decisions, often ranging from data
acquisition to model selection and parameter estimation. The
variety of methnds discussed indicates that there 1s considerable
latitude in this area apd that there is no uniquely correct patﬁ
from the definition of the analytical problem to its solution.
One hopes that the pollcy recommendations reached by the planner
are independent of his analytic decisions, i.e. of the particular
set of data and methods employed. This 1s subject to the con-
straint that the monitoring and modelling are properly implemented
in each case. The robustnese of a particular analysis can be
tested by comparing results derived from alternative, but

apparently equally-valid approaches,

Some of the factors discussed in this chapter can be used
as a basls for making analytic decisions. A proper balance
between monitoring and modeliing effort is a key objective in
this regard. 1In an ideal situation, the costs of the total
analytic effort might be balanced by the design costs associated

with uncertainty in the apalysis, as discussed in Section 2.5.7.
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2.6 General Comments and Conclusions (continued)

More often, total anélytic (monitpring and modelling) effort

is constrained. In this case, a strategy would be to try to
allocate monitoring and modelling resources so as io minimize
projaction uncertainty or to minimize expected regret assoclated
with projection errors. Still more ofﬁen, the analyst does not
have centrol over monitoring, l.e., the data are given. In
this case, the selection and/or develorment of models would

agaln be guided by data avallability.

Two general types of models have been dlscussed in this
chapter as relating to analysis of lake w;ter quality problems:
source models and lake models. Source models can be used to
relate various watershed or point-source characteristios to
nutrient loadings. Some of these characteristics may be
uncontrollable; others may be decision varilables. If the
varlous types of errora associated with the projections of
these models were sufficlently small, they could be used as a
substitute for direct monitoring data. As discusseé in Section
2.3.2, the state-of-the-art of these models is such that direct
estimation of nutrient fluxes via monitoring is generally
preferabla. The development of these models is essential to
understanding and eventual control of non-point sources and

their effects on lake water quality.

Lake models predict the response of lake water quality
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2.6 General Comments and Conclusions (continued}

to a given set of boundary conditions. They have been roughly
clasgified as “"empirical" and "theoretical" in this chapter.

Some bases for model selection are discussed below.

The applicability of a given model may be governed in
part by the management criteria of concern. The more empirical
ﬁndels tend to predict long-term responses and, as such, apply
to long~term criteria, Scme of the theoretical models can
be used to predict system response under short—term, critical
conditions, which are often of management concern. HRn example
would be the response of hypolimnic d:l.ssolyeé oxygen levels to
a critical set of meteorclogic conditions. The short- and long=~
term responses are generally correlated, in that oligotrophic
and eutrophic lakes each behave in characteristig ways. Thus,
the more empirical models can be used to predict short-term
responses indirectly, while theoretical system models can

predict such directly.

Another basis for model selection is accuracy. The
quantification of various error components involved in an
empirical model projection has been demonstrated in Section
2.5.3., Such an analysis can be used straightforwardly to
balance monitoring and modelling efforts. The relative
complexities of the "theoretical” models would render a

corresponding error analysis difficult, though not impossible.
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2.6 General Comments and Conclusions {continued)

One of the factors limiting such an analysis would probably

be the accuracy of éhe estimates of the parameter covariance
matrix. This matrix would be used along with the sensitivity
coefficilent matrix to estimate the effects of parametric
uncertainty upon projection errbrs, according to the methods

and equations discussed in Chapter 1. The covariance matrix
could be estimated straightforwardly if the parameter estimates
were derived directly from system response data, as in the

case of the phosphorus retention model developed and analyzed

in Sections 2.5.2 and 2.5.3, In more complex models, parameter
estimates have genarally been derived from independent laboratory
studies, Estimation of parameter covariances in these cases
would be more subjective. Even if the experimants provided
paramater distributions, there would be uncertainty as to
whether the experimental conditions adequateiy represented
*field" conditicns. MNevertheless, it would be possible to
approximate the various error camponehts of a projection derived
from a theoretical model through a systematic assessment of
parameter distributions and comparisons of estimated and observed

system responses. This would permit atraiéhtforward comparisons

of models with regard to accuracy.

A key xesult obtained from the analysis of the phosphorus
retention coefficient residuals in Section 2.5.3 is that model

errors would be detectable in only about one-third of the lakes,
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(- : 2.6 General Comments and Conclusions {continued)

if measurement strategles and data reduction techniques similar
to those employed by the National Butrophlcation Survey were
used. Thus, for ahout two-thirds of the lakes in the apalysis,
there would be little benefit from employing a more accurate
model than the one developed, providing that the objective were
to predict outlet phosphorus concentration. Another key result
of this analysis is that potential model errors increase with
hydraulic residence time. This would indicate a corresponding
increase in the importance of accuracy as a criterion for model
‘selection. & similar error analysis would indicate whether

this were true in the cases of other water quality components.

Another basis for model selection is generality. A model
should be general enough to be walid for both present and
future, or "design® states of a system under study. The former
is necessary for calibration and verification, the latter for
application purposes. The parametar estimates and, in some
cases, the functional forms of empirical models are based
directly upon system response data. These models are at most
as general as the data used to derive ‘them. Thus, the nature
of the data base and characteristics and dependencies of model
performance both inside and outside of the data base are keys
to assessing empirical model generality. The more elaborate

theoretical models are supposedly independent of particular

system response data, because both their formulations and their
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parameter estimates are usually derived independently, Thus,

' if the formmlaticons and parameters estimates are corract, a

theoraetical model could be constructed to have high generality.
Howaver, as discussed in Section 2.4.2, this generality has
not as yet been demonstrated. It has not been Qhovm that a
single model with a unique set of parameter values can be an
equally -valid representation of lakes at different trophic
stages. The evidence presented in Seotion 2.4.2 suggested
that this lack of generality might be reduced by increasing
complexity, specifically to incorporate many species at each
level of the aquatic fcod chain. However, this would
exponentially increase parameter estimation difficulties

which are already formidable.

The net result of these considerations is that theoretical
models still need to be tailored to .specific applications.
This creates an empirical link between the "thecretical® model
and system response data and reduces the supposed gap in
generality between the "empirical"™ and "theoretical" types
of models. Thus, while there are certainly some general
aspects of the behavior of thase systems, analysis of lake
water quality problems is still a relatively empirical exercise,
entailing both m:mit.oring and modelling of the systems and their

boundary conditions.
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3.0 EXPLORATORY ANALYSIS OF ONONDAGA LAKE WATER QUALITY DATA

3.1 Introduction

3.1.1 General Description

Onondaga Lake is situated at the northern edge of the City of
Syracuse in Central NWew York State (Pigure 3.1-1)., It is & relatively
small lake with a surface area of 11.7 km2 and with average and
maximum depths of 12 and 20,5 meters, respectively. The lake's 600
kmz drainage basin (Pigure 3.1-2) contains approximately 325,000
people and essentially all of Onondaga County's 140'industrie524.
It discharges to the Seneca River at an average rate of 19.3 cubic
meters per second (W.Y. 196B-74) and has a mean hydraulic residence

time of 84 days.

The lake's primary use has long been as a receptacle for municipal
and industrial wastes. BAbout 14% of the average outflow volume
consists of effluent from Onondaga County's primary sewage treatment
facllity. A steel mill and a solvay process plant discharge thermal
and chemical wastes-directly into the lake or its immediate tributaries.
Land use in the watershed is about 15% urban and 34% agricultural.
About 35% of the urban land is served by combined sewers. Thus, the
impact of diffuse sources may be appreciable, although such effects

are currently screened by the predominance of point sources.

The location of the lake renders it a potentially valuable
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Figure 3.1-1
Onondaga Lake
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Figure 3.1~2
Onondaga‘ Lake/Watershed .

LEGEND
BELOW 600"
Zatal
04 600' TO 1200
':l 1200' TO 1600’
ABOVE 1800

£y, DRAINAGE BASIN BOUNDARY

.

i u]:li

HIN
"

|
il

ik

T i

.
=

1 2 4
SCALE »MLES

- ONONDAGA LAKE
CONTOURS

AND DRAINAGE BASIN

L O P N I AL LA )
LU P L R L

QBAIEN B GLAL Y vramm ve)




3-4

3.1.1 General Description (continued)

recreational asset to Onondaga County's residents. However, like
most urban lakes and rivers, severe water qualvity problems have
precluded realization of this potential. In addition to waste
agssimilation, the current beneficial uses of the lake are restricted
to industry {(cooling and process waters), transportation (the lake
discharges to the New York State barge canal system), and some
recreation {boating and picnicking along nothern shores). Fishing
has been outlawed since 1970. The future use of Onondaga Lake for
contact recreation is one of Onondaga County's major environmental

goals and an issue of great public concern.

3.1.2 Water Quality Issues

The quality of Onondaga lLake water is unique“. A mean dis-

solved solids concentration of 3500 ppm and chloride content of

1700 ppm, corresponding roughly to 10% seawater, render it one of

the most saline lakes in the Northeast. Most of the salinity is due
to waste discharges from the Allied Chemical Company solvay process
Plant, although there is historical and geological evidence indicating
that natural sources of salinity may also be appreciable. This aspect
of the lake's water quality is thought to have important physical,
chemical, and biological effects on struotural and functional aspects

of the Onondaga Lake ecosystem. Physically, during stratified periods,




3.1.2 wWater Quality Issues (continued)

density gradients are markedlf enhanced, and vertical mixing hindered,
as a result of vertical salinity gradients. The lake does undergo

two periods of vertical circulation yearly, normal for lakes of this
-depth and at this latitude. Calcium and sodium, the major cations in
the lake, are presaent in about-equal mass concentrations. Chemical
precipitation of célcium salts is marked, the lake being supersaturated
with respect to calcium carbonate and calcium phosphate most of the
yearzd. Biologically, salinity is thought to be an important factor

in determining and regulating the dominant species of biota at various

trophic levels, ranging from phytoplankton to fish.

Onondaga Lake has been classified as extremely euntrophic. The
abundance of primary nutrients has permitted the development of algal
blooms to obhjectiopable levels. In 1968-69, the average concentration
of total phosphorus in the epilimnion was 2.34 mg/lza, over one hundred
times that considered "dangerous" from a eutrophication standpointag.
During the same period, time- and volume-averaged dissolved oxygen
was 30% of saturation and the hypolimnion of the lake was anaerobic

between early March and late October.

Potential toxic effacts due to extreme levels of ammonia, chromium,
copper, and mercury have also been of concern. The problem of mercury
contamination in Onondaga Lake fish has been sufficiently prominent to

merit a paragraph of discuesion in the 1975 Report of the National




3.1.2 Water Quality Issues {continued)

“Council on Environmental Qualitys. The geometric mean fecal coliform

density was twice the New York State bathing standard in the epilimnion
during Onondaga County's baseline monitoring peried, 1968-69, reflecting
primarily both dry- and wet-weather overflows from the Syracuse cormr-
bined sewer system24. The existe:;ce of extensive sludge deposits in
the vicinity of the sewage treatment plant outfall site has raised
questions about the feasibility of subatantially improving lake water

quality by reducing pollution sources a10n924.

3.1.3 Plans for Pollution Abatement

The plan for abating the pollution of Oncondaga Lake centers on
the construction of a facllity to provide tertiary treatment of
Onondaga County's sewage. The facility, currently under construction
and scheduled for completion in 1980, is expected to remove 95 percent
of the influent BOD and 90 percent of the influent total phosphorus.
The unique aspzct of this plan is that the 0.29 n3/sec waste bed
overflow fxom the Allied Chemical plant will be used as a precipitating
agent to effect phosphorus removal from the municipal waste stream
(design flow 3.78 m>/sec). The industrial stream is currently the
major source of the lake's salinity, which 1s not expected to be
influenced by this plan. Allied's waste beds will be used in turn

for disposal of digested sludge.
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3.1.3 Plans for Pollution Abatement (continued)

Reduction of the mmnicipal sewage phosphorus loadings alone is
not generally anticipated to bring about a reversal of the eutrophic
conditions in the lakesa. Although diffuse nutrient sources (combined
sewer overflows and urban and agricultt;ral runoff) have not been
accurately quantified, they are considered potentially of sufficient
magnitude to support abundant algal activity in the lake after reducg-
tion of municipal sewage loadings. The EPA38 has concluded: "The
best reason for instituting phosphorus removal at the MSSTP is
protection of lLake Ontario'. Considerably more measurements and/or
analysis may be required in order to quantify nonpoint phosphorus

discharges and determine the degree of control necessary to signifi-

cantly abate Onondaga Lake's eutrophic symptoms.

Another aspeot of the basin plan is that the existing Bﬁbmerged
sewage outfall will be abandoned during dry weather perilods and a
shoreline, surface outfall constructed. sSince the combined municipal/
industrial effluent is expected to have a chloride concentration in
excess of 7000 g/m3, it will be much more dense than ambient lake
waters (averaging 1700 g/ms). The surface cutfall has been proposed
“to provide maximum mixing of the plume with ambient water and some
degree of b:l.o-degradafion before sinking into the hypolimnion", and
"to prevent the tendency to create a permanent stratification within

the lake"zl.

3=-7




3.1.3 Plans for Pollution Abatement {(continued)

The surface outfall plan has bean criticized with regard to

28,38

possible water quality and aesthetic implications . The-saline

industrial stream currently discharges into Nipemile Creek, the

lake's largest tributary, prior to entering the lake. This creek
affords about twice as much dilution of the saline stream as will

the municipal effluent. The physics of the situatioﬁ dictate that

the greater the difference in density between the effluent and ambient
waters, the greater will be the tendency for stratification. Imple-
mentation of the plan may result in enhanced vertical density gradients
in lake and concommitant water quality impact. These considerations
suggest, minimally, that the design of the cutfall to permit maximum
dilution of the effluent may be critical. 1In addition, tha mixing

of the calcium-rich effluent with ambilent lake watefs 1s expected to
induce calcium carbonate precipitation and result in a visible white

plume, which may be aesthetically objectionable3a.

With the excaption of salinity, lndustrial discharges have
reportedly been brought under contro139. In 1974, Crucible Iné.,
a steel mill formerly contributing substantial gquantities of oll
and grease, chromium, copper, and iron, installed treatment facilities
to limit these discharges. 1In 1970, Allied Chemical was leqally foxrced
to reduce mercury discharges from its éhlor-alkalai plant from 10 kg/
day to 0.4 kg/daysa. The problem of mercury contamination in Onondaga

Lake fish has persisted, however, according.to an ongoing NYDEC fish
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3.1.3 Plans for Pollution Abatement (continued)

monitoring programaa's. No continuing program for monitoring mercury

discharges or ambient lake levels is known to the author.

The 39337 has recognized that the solvay process in general

presents speclal waste treatment problems. Existing plants have been
granted speclal exemption from future zero discharge limitations.
Accordingly, there is no plan to reduce the dissolved s0lids content
of Onondaga Lake. Allled chemical has indicated that the expense of
eliminating the saline discharge would entail closing of its solvay
plant and thus a substantial economic loss to Onondaga County; The
plan to utllize the process waste for phosphorus removal from the
municipal waste stream represents a rather unique, compromising

alternative.

Another aspect of the pollution abatement program concerns the
control of combined sewage discharges during dry and wet weaLher.
Onondaga Country has undertaken an extensive sewer maintenance program
aﬁd most of the dry-weather overflows into tributary creeks are
reported to have been eliminatedlq. An EPA Demonstration Grant has
been awarded to D'Brien and Gere to investigate high-rate processes
for bacteria, ammonia, and suspended solids removal frop sewer over-
flows. As yet, no final solution to the problem has been adopted,
although "general abatement" of the overflows is required by the year

1985,




3.1.4 5cope of Chapter

-

Following i3 a preliminary analysis of available data relevant
to the water quality of Onondaga Lake and its tr:l.bﬁtaries. This work
is intended to provide a basis for more detatled modalling studies
aimed at policy evaluation. The levels and variations of major water
quality components are summarized and displayed along temporal and
spatial dimensions in order to elucidate trends and seasonal variations
and to determine the extents of vertical and horizontal mixing in the
lake. Ccnsiderable effort has been spent in investigating or developing
methods of summarizing and displaying the data. Information obtained
from the U.S. Geological survey is used to develop a hydrologic balance,
which is combined with tributary, point source, and ;ake wa&er quality
data to formulate mass balances on major water quality components.
Trends in these mass balances and in ambient lake concentrations, and
shifts in phytoplankton populations observed over the study period are
interpreted mechanistically. The mass balances are used in combination
with some of the models discussed and developed in Chapter 2 in a
preliminary assessment of the potential for controlling the eutrophica~
tion problem through point and non-point source nutrient contrels or
tﬁrough lake mixing. The results of this analysis, coupled with
considerations of the water quality issues and management policies
outlined above, serve as a basis for the modelling efforts described

in Chapter 4.
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3.2 Dpata Base

3.2.1 Lake and Tributary Water Quality

In 1967, the OmondagaICounty Department of Public Works cbtained
an FﬁQn Rasearch and Development Grant (11060FAE} to determine the
feésibility of a cooperative municipal industrial approach to the
wastewater problems. As part of the contract, in 1968, onondaga
County initiated an extensive monitoring program of Onondaga Lake and
its tributaries. The survey, performed by O'Brien & Gere Englneers,
Inc., was the first systematid and comprehensive investigation of
water quality in the area. The stated objectives of the initial

phase of the program {1968-69) were t024:

*1. Ascertain the present trophic status of the lake;
2. Evaluate the impact of engineering pregrams;
3. Provide baseline data for ongeing evaluations;

4. Establish a progran for continuous monitoring of

the lake.”

The baseline study emphasized that the most important: ocbjective was
"to evaluate the impact of various pollution abatement programs with

respect to the best uses of the lake."
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3.2.1 Lake and Tributary Water Quality {continuedi

-

This program has been continued on a more or less uniform basis
through 197620. The ongoing study has been “designed to gauge the
reaction of the lake to various changes in activity surrounding the
lake." The monitoring report for the 1970 survey also suggests that
it-is "on the baeie of accumulated information that a predictive
model can be ﬁeveloped and the water quality resulting from planned
pollut;on abatement programs can be determined." <Thus, the aims of
this program appear to be to monitor ambient trends and to provide
basic data for development and calibration of predictive planning

models. The essential features of this program are discussed below.

Table 3.2~1 presents the sampling frequencies for each station
and year. The stations can be located on Figure 3.1-1. Lake station
2 was abandoned in 1971, after enough data had been obtained to indi-
cate that the concentration differences between statlons 1 and 2 were
relatively small, and thus that the lake was well-mixed on horizontal
planes. This assumption is examined further in Section 3.4.1. A
total of ten influent tributary stations have been established, seven
of which have been sampled regularly on a biweekly basis. The statlons
on the major tributaries (Onondaga Creek, Ninemile Creek, Ley Creek,
and Harbor Brook) have been located at USGS gauge sites to facllitate
flow measurementsa. Grab samples of the three major point-source Qis-
charges {(Allied Chemical, Crucible, and Metro STP) have also been

taken reqularly.




Table 3.2-1 '
Onondaga Loke Survey

Numbers of Samples by Station and Year

Station Depth 1968 1969 1970 1971 1972 1973 1914 1975 Total
1 statien 1 0-18 m 23 40 25 1n 19 17 18 15 168
o @ 3o intervals
3 |scation 2 0-18 m 21 a 11 0 0 0 0 0o 73
2 Inm intervals
Loy Creek surface ) 15 24 24 24 z3 25 23 158
Onondaga Creek surface a 17 24 2 25 24 25 23 168
tarbor Brook surface 1] 16 22 24 25 24 25 23 159
Ninemile Creek surface 0 16 24 24 25 2 25 23 16
floody Drook surface 0 15 22 & 0 0 1] 0 3T
b2 Sawnill Cresk surface 0 ¥ 18 0 a 0 o 0 12
§ Sanitary Landfill®  surface 0 7 16 0 0 0 o 0 16
g Allicd Chentcal eEfluent 0 15 24 24 23 24 25 23 158
Crucible effluent 0 19 24 r{ ) 2 24 5 23 163
Metro STP effluent 0 15 24 24 25 2 25 23 160
outlet (in)® surface 0 0 0 0 2 2 2 23 9
Ourtet (out)® bottom 0 o 0 ) 2 24 23 23 94
Cutlot (unspecified)? 7 - ) ) 20 22 ) 0 0 0 az

a - discharges into Ley Crcek

b ~ see text

ET-£




3-14

3.2,1 Lake and Tributaxy Water Quality (continued)

Grab samples of tributaries and point st.aurces may not have
provided a sufficient basis for accurately estimating average mass
fluxes of materials into the lake. In the cases of tributaries,
periodic grab sampling has not taken into account the effects of
intervening storms, This is a particular problem in streams which
are subject to combined sewexr overflows, as are oOnondaga Creek and
Harbor Broock. Periodig grab sampling of point sources at these
frequencies has not accounted for probable weekly and diurnal
periodicities in these sources, which are coupled with domestic and

industrial activities.

Sampling the outlet of Onondaga Lake is difficult due to peculiar
hydrodynamic conditions. Seneca River waters have been frequently
observed to flow into the lake at the surf.‘ace, while the dense lake
waters flow out in the lower layers. The Seneca River is part of the
New York State barge canal system and its levels are regulated. The
pattern of b:l_.laminar flows at the outlet may become more distinct in
dry seasons when river levels may intermittently exceed lake levels.
In 1970 and 1971, the outlet was sampled regularly, apparently with-
out distinction as to flow direction. In 1972-75, attempts were made
to sample both outflowing (bottom} and inflowing (surface) waters at

the outlet station. This flow pattern renders the outlet data difficult

to 1:'1terprat.
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3.2.1 Lake and Tributary Water Quality {(continued)

Table 3.2-; summarizes the componenés monitored in the lake
and tributary surveys. A total of thirty chemical species have bean
included. The study has provided meteorological data on wind speed,
direction, and air température over the lake. In latter years, an
inereasing emphasis has been placed on bacteriolegical measurements.
The phytoplankton population has been characterized by identifying,
counting, and sizing the dominant species. "“Biomass™ represents an
aggregate estimate of the total phytoplankton cell volume per volume
of sample, as calculated from algal counts and sizes, In the latter
years, measurements of chlorophyll have been used to characterize -
total algal biomass. Zocoplankton have been counted and identified
as to general class (rotifers, copepods, cladocerans) throughout
the survey period and as to species in the baseline study, which

also included sampling and identification of fish and benthic organ-

isms.

Two comments are in order relative to the selection of compon-
ents. The omission of mercury from the list prior to 1975 seems
unfortunate, considering that mercury toxicity has been a predominant
water quality issue. Phosphate detergent legislation in 1971 and
future tertiary treatment are mesasures aimed at controlling sutro-
phication by limiting phoephorus supplies. However, the monitoring
program has not included any measure of organic phosphorus in the

sources or lake. "Total inorganic phosphorus®” has been substituted
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3.2.1 lake and Tributary Water Quality (continued)

for the "total phosphorus" measurements ﬁsually included in lake
surveys. In the lake, the organic fraction of total phosphorus 1is
likely to become dominant, should phosphorus supplies become limiting
to algal growth. Hydrolysis of organic phosphorus discharged into
the lake may serve as an additional nutrient source which would not
be accounted fgr in a source control program based upon lnorganic

phosphorus data alone.

3.2.2 Metro Sewage Treatment Plant Operating Data

To supplement the O'Brien and Gere grab-sample data on the Metro
STP discharge, the Onondaga County Department of Drainage and Sanita-
tion has provided copies of t:reafment plant operating records for
the years 1969 to 197423. These reports have provided information
on minimum, mean, and maximem daily flows and on daily mean concentra-
tions of suspended sollds, settleable solids, pH, and BOD,, based
upon 24=hour flow-welghted, composite samples of the plant influent
and effluent for 1972-72, and upon 8-hour composite samples for
1968-+71. Sampling was generally not done on weekends, so that mean

lake loadings derived directly from these data may be somewhat biased.

Analysis of 24~hour composite samples for total Inorganic phos-
phorus was done at approximately weekly intervals from 1972 to 1974.

Comparison of these data with the O0'Brien and Gere morning grab-sample
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3.2,2 Metro Sewage Treatment Plant Operating Data (continued)

data on the plant effluent over the eame perlod has provided a means
of calibrating the latter measurements and correcting them for time-
of~day. Both surveys have used Onondaga County's laboratories for
analysls and have sampled on weekdays, so that dlfferences in the
phosphorus data can likely be attributed to diurnal variations. The
data from each survey have been aggregated and averaged at one-month
intervals and compared on a month~by-month basis. The mean ratio of
the composite to morning grab-sample concentratlon was found to be
1.43 (standard deviation 0.28). This is in general agreement with
the analyses of Mauleg et al.)’ and Shannon?’, both of whom have
observed marked diurnal periodicities in total phosphorus concentra-

tions of sewage, with concentrations tending to be lowest in mid-morning

hours.

The Metro STP operating records have provided information of the
incidence of plant upsets due to operating or equipment problems,
potentially of use in interpreting residuals calculated in future
modelling studies. The records also note the incidence of major
storms requiring bypass of sewage around the plant directly into the
lake. No information on the quantity or quality of the bypassed flow

1s available, however.
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3.2,3 Hydrology

The US Geological Survey has provided tributary flow data for
the development of a hydrologic balance. 'ra.b]:a 3.2-3 summarizes the
availability of streamflow data for a total of six gauging stations.
Only two stations (Ononc'lalga Creek at Dorwin Ave. and Ninemile Creek
at Camillus) were operated for the entire pericd of interest {(1968-
74). In order to estimate missing flow data, relationships have been
developed relating flows at stations with missing data to the flows
at either of the statians with a complete record. 7he regression

models employed and parameter estimates are given in Table 3.2-4.

No evaporation data for the reglon and pericd have heen located,
To estimate evaporation from the lake surface, reglonal monthly-average
values given by Heyerle have been used. While year-to-year climato-
logical variations would be expected to influence the evaporation
rates, the overall hydrologic balance of the lake ls not sensitive to
direct precipitation or evaporation, since the lake's mean surface
overflow rate ls about 52 meters/year, as compared with mean precipi-

tation and evaporation rates of 1.13 meters/year and 0.67 meters/year,

respectively.

The above information has been used to formulate a seven-year
hydroleglc balance on Onondaga Lake on &2 monthly basls (Table 3.2-5,
Figure 3.2-1l). Since no continuous gauging at the ocutlet has been

done,. the total outflow for each month has heen estimated by summing




Table 3.2-3

A\:railability of Flow Data for Onondaga Lake Hydrologic Balance

USGS Drainagi . Water Year
Station Code Location Area (km"} 1968 1969 1970 1971 1972 1973 1974
A 04239000 Onondaga Creek 229.2 X X X X X X X ‘
8 Dorwin Ave. ‘
B (4240010 Onondaga Creek 282.3 X X X X
@ Spencer St. '
C 04240105 . Harbor Brook 29.3 ) 4 X X X
@ Hiawatha .
D 04240120 Ley Creek 77.4 X X
@ Syracuse
E 04240200 Ninemile Creek 218.3 X X X X X X X
2 Camillus
F 04240300 Ninemile Creek 297.8 X X X

€ Lakeland

X = flow data available

v
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Table 3.2-4
Regression Models Used to Estimate Missing Flow Cbservations

General Model ¢

log10 Qi = a + b log10 Qj + e
Qi Qj = mean monthly flow for stations i and j (m3/sec)
]
a, b = regression parameters
e = error term
Number of 2
Statjon 1 Station j Obszervations a b . r SEE
L ]
onondaga Creek  Onondaga Creek 49 +253 .834 .996 .037
@spencer Street @Dorwin Avenue
NHinemile Creek Ninemile Creek 34 .422 «773 974 <046
8Lakeland @Camilus
Ley Creek Onondaga Creek 21 -.174 .555 713 «108
Asyracuse @Dorwin Avenue
Harbor Brook Ninemile Creek 48 -.863 827 832 .098

@Hiawatha Blvd, @Camiln
’ + oglm/sec

i
a=-.9 m3/sec added to Camilus flow to account for upstream drinking water diversion from Otisco
Lake and to linearize relationship between Harbor Byook and.Ninemile Creek flows,

TZ~£




Table 3.2-5

Onondaga Lake Water Balance
Mean Flows in Cubic Meters Per Second

Drainage Water Year

Area .

(hz) 1968 1969 1970 1971 1972 1973 1974 Mesn
Onendaga Creek 282.3 5.42 6.67 4.82 §.72 6.56 6.51 5.86 5.94
Harbor Brook 29.3 .47 +58 .43 .45 «55 .60 +56 .52
Ley Creek 77.4 1.37 1.56 1.26 1.7 1.51 1.73 1.44 1.46
Ninentle Cresk 297.8 6.96 8.35 6.18 8.06 7.62 8.79 6.95 7.57
Ungauged Inflow 39.6 .B2 R .73 .90 .94 1.02 .85 .89
Metro STP - 2.10 2.19 2,60 2,68 2.95 2.99% 3.49 2.72
Precipitation 11.7 .38 L35 .35 .40 .46 .50 .52 .42
Evaporation - .25 1 .25 +25 .25 .25 . +25
Out flow 738.1 17.28 20,42 16.14 19.33°  .20.%4 21.88 19.42 19.26

£e-¢



Figure 3.2-1
Monthly Water Balance
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3.2.3 Hydrology (continued)

the inputs and subtracting evaporation. The ungauged portion of the
inflow has been estimated by multiplying the total gauged tributary

inflow by the ratio of ungauged to total gauged drainage areas (0.058).

Annual outflow ranged from 16.1 cubic meters per second in 1970
to 21.9 cubic meters per second in water year 1972, corresponding to
a range of 100 to 74 days in mean hydraulic residence time., The Metro
STP discharge averaged 14% of the mean outflow rate. The two industrial
discharges, Crucible and Allied Chemical, representing exchange flows

of 0.29 and 3.62 m3/sec, respectively, did not influence the net water

balance of the lake.

K

3.2.4 Meteorology

Meteorologic data has been obtained from the Local Climatological
bData publication of the US Department of Commerce36 for the weatherx
station at Hancock Alrport, Syracuse, located about four miles north-
east of the lake. Table 3,2-6 summAarizes relevant data on precipitation,
sunshine, cloud cover, and wind speed and direction over the period

1968-74.
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Summary of Meteorologic Date 1968-74

Hancock Airport, Syracuse, New York

Table 3.2=6

] ~
2
a £ g % ]
3 g 3 g
A o [3] '
8 a > & 3 o
ot " o B
] [ 1] o - w
y 5 &8 O3 2
$ 3 e 3 2 2 Z
o o = = = =
[v] el - 4]
3 & g 8 2 Z
g g g 5 g 2 '
3 £ g 2 8 : g
1968 112.3 45.3 15,1 5.1 26.0 089.4
1969 81.4 46.8 14,2 4.2 26.0 75.8
1970 97.1 48.8 15.0 3.7 25.2 69.4
1971 99.5 48.5 15.4 4,7 25.4 75.8
1972 140.7 42.3 14,7 3.7 25.5 41,9
1973 133.7 44.1 15.0 4,2 25.3 72,6
1974 127.6 42.4 15.5 4.8 25.8 96.8

g - 0 = 36 = True North
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3.3 Methods

The techniques discussed below have been applied to summarize
and display the water quality data along spatial and temporal dimen-
sions. This work is essentially exploratory in nature. It is intended
to elucidate essential temporal and spatial variations and associations

within data. Results are contained in Appendices A through D.

3.3.1 t-Tests for Horizontal Mixing

Paired t-tests (Appendix A} have been made in order to test the
statistical significance of the differences in the mean concentrations
of various components between stations 1 and 2 (see Pigure 3.1~-1).
Tests have been applied to data from each of the seven depths sampled
and to epilimnion (0., 3 meters, 6 meters) and hypolimnion (12 meters,
15 meters, 18 meters) averages. The objective of this work is to
determine the degree of horizontal mixing in the lake at each vertical

level.

For each vertical level and component, all pairs of conoentra-
tion measurements taken simultaneously have been selected from the
general data matrix. For sach station, the mean, standard deviation,
and standard error of the mean have bsen calculated., A paired

t-statistic has been computed according to:
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3.3.1 +t-Tests for Horizontal Mixing (continued)

c,, -C.
tk - 1k 2k (3.3-1)
Nk 2
151 ©Cips = Coxi!) My By = V)
where,
cjki = concentration of statlon 4 , depth k ,
and date i

N, = numbex of paired observations at depth k

Eﬂk = mean concentration at station J and
] depth k ]
tk = t~statlstic at depth k

The t-statistic, with Nk- 1l degrees of freedom, has been used to test

the significance of the differences in means between the two stations.
Since station 2 was abandoned after 1970, the data for these tests

spans tha 1968-70 period, a total of 88 sampling dates.

3.3.2 GRID Displays

GRIDaO, a program from the Harvard Laboratory for Computer

Graphics and Spatial Analysis, has been used to display water quality




3.3.2 GRID Displays (continued)

variations as a function of time and depth (Appendix B)}. Variations
in concentration have been rapresented at six levels using symbols of
increasing visual) intensities to indicate increasing concentrations,
For each water quality compeonent, the original matrix of concentration
obsexrvations (v 168 dates x 7 depths) has been transformed into a |
96 x 19 matrix by aggregating and averaging the data at monthly
intervals and interpolating linearly with depth to provide estimates
at one meter intervals from O to 18 meters. Accordingly, a one-month
by one-meter GRID cell size has been used. Months with missing
profiles have been estimated by interpolating between adjacent
months. Profiles missing for more than three successive months have
been left blank in the displays. The six concentration levels have
been selected at equal intervals for components which appeared to be
distributed normally and at geometrically increasing intervals for
components which tended toward lognormal distributions. Thils type
of display has been found to be particularly helpful in identifying

seasonal stratification patterns.

3.3.3 Line Plots

Seasonal and long-term changes in concentration have been
illustrated by plotting raw and smoothed volume~averaged concentra~

tions as a function of time (Appendix C). For each sample profile,
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3.3.3 Line Plots (continued)

the voluma-averaged concentration has been computed as:

=2 zZ 2 (3.3-2)

where,

a, = lake surface area of depth =

c 2 = observed concentration at depth =z

The ahove integration has been performed using the trapegoidal rule,

with surface areas derived from Figure 3.3-1.

In oxder to estimate seasonal and long-term components of the
variations in each time series, a variety of "smoothing" techniques
have heen tried. One of the most flexible and generally satisfactory
methods found was that of "cubic splines®, due to Re:l.nschn'u. This
technique consists of fitting plecewise cubic polynomials to each seat
of four successive observations in the time series. The coefficients
of the polynomials are selected to maximize the smoothness of the
total curve subject to a specified constraint on the mean squared

deviation of the fitted curve from the observations. The measure

of smoothness employed is minus the integral of the squared second
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3.3.3 Line Plats {continued)

derivative. Mathematically, the problem is formulated as:

tmax

maximize: R = =7 [s"(e))? at (3.3-3)
tmin
N : B(til - yi 2
subject to: I ( ] £ N (3.3-4)
i=1 6yy

where,

2 3
S(€) & a, + b (t-t) + o (-t )" +d (E-t))" , E LESt L,

as. bi' Cys cl1 = coefficlents for the time interval,
HEtitn
8{t) = ‘"smoothed” value at time ¢t
Y; = observed value of time t1

Gyi = estimate of the standard deviation
of observation ¥y

¥ = total number of observations

coefficients at the beginning and ends of the time serles are subject

to the following constraints:
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3.3.3 Line Plots {(continued)

= cN = dN = 0 (3. 3-5)

The computations of the coefficienté have been performed using a
subroutine in the IBM SLMATH Program L:i.brarylz. This mathod
selects the smoothest possible curve that fits the data to within
the speclfied accuracy. By varying the specified levels of the
6yi . varying degrees of smoothness can he achieved, After some
experimeﬁtation, most satisfactory resul;s have been reached by
first transforming the data to render variance independent of level,
which, in many cases required log transformation. In such cases,
a gmall number has been added to each observation before taking
logarithmas to allow inclusion of zerces. The standard deviation
of the transformed data has been computed and each element in the
Gyi vector set equal to a specified fraction, f , of the computed
standard deviation. In most cases £ level of 1.0 has been found
to give smooth curves which seem to follow trend, while an f level
of 0.5 has been found to give curves which follow seasonal variation,
as well as trend. In a series with a large trend, such as phosphorus,
there was little difference in the smoothed curves at f 1levels of
1.0 and 0.5, and £ 1levels of 0.5 and 0.25 have been used to depict
trend and seasonal variations, respectively. Plotting the raw data

as points and each of the two smoothed curves on the same graph has
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3.3.3 Line Plots {continued)

been foumd to give a reasonable display of the varjious components of
the time series variation. This technique is similar to that employed

by Spirtas and Levinal in examining air pollution data.

The smoothing techniques described above are a form of exploratory
data analysis and have been employed only as an cbjective means of
summarizing the data and elucidating essentlal aspects, Since sacond
moments have not been considered, no notion of the statistical signi-
flcance of trend or seasonal components has been implied. The method
hag been employed as a partial meansz of suggesting time series model
formulations, for which parameters might be estimated and tested for
significance. The cublc spline method selected for smoothing compares
favorably with other techniques, such as moving averages with various
welghting schemes. The latter methods generally require equally spaced
obgervations and give smooth curves whose variation tends to lag behind

variations in the data, unless optimal filtering coefficients are used.

3.3.4 Masg Balances

Lake and tributary quality data have been combined with hydrologic
data in order to formulate mass balances on major water quality compon-
ents for water years 1970 through 1974 {(Appendix D}. As discussed in

Section 3.2, only approximate estimates of mass fluxes can be derived,




3.3.4 Mass Balances {(continued)

because only grab-sample data was available for the tributaries aﬁd
point gources, BEstimation of confidence limits for the mass fluxes
according to the methods outlined in Section 2.3.2, would be essential
to an enginéering evaluation of potential impacts of source control

measures, but has been excluded from this preliminary analysis.

For each tributary or point source, continuous stream flow and
grab—sample concentration data have been used to estimate average
mass fluxes at one-month intervals., The algorithm employed to perform

these calculations is based upon the following equality:

tz tz vz
W {tz-tll = tI “t dt = tf q ¢ dt = vI c, dv  (3.3-6}
1 1 1
t2
V=Y, = S q, dat (3.3-7)
t
1
where,

W = mean mass flux between time tl and
time t2 {mass/time)

w, = instantaneous flux at time t {mass/time)

qQ = instantaneous flow at time t (vol/time)
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3.3.4 Mass Balances {continued)

C = instantaneous concentration at time ¢
(mass/vol)

v = intagrated flow (vol)

According to the scheme employed, for a given set of concentration
and flow data, the coefficlents of variation of sample concentration
and sample flux are computed and compared. If concentration is found
to be more varlable than flux, calculations are performed on the flux
versus time scale, otherwise they are performed on the concentration
versus volume scale. In elther case, the series is first smoothed
by fitting plecewise linear least-squares segments to each set of
three successive observations. This smoothing operation is performed
three times. The serles is then integrated numerically using the
t.rapezo:l.dal‘ rule and the integral 1s evaluated at monthly intervals
by linear interpolation, Generally, concentration has been found to
be less varitable than flux in the tributary and lake data and more

variable than flux in the point source data.

The fundamental equation employed in the mass balance is:

Changa in

Storage + Accumulation - {3.3=-8)

Input =~ Output =




3.3.4 Mass Balances (continued)

For each component and month, an estimate of tha total input flux

has heen derived by summing the individual tributary and point source
contributions. Ungauged inputs have been estimated based upon gauged
tributary inputs and drainage area. Due to the difficulty in sampling
the lake outlet (sece Section 3.2.1), concentration data from the epilim-
nion {(average of 0, 3, and 6 meter samples at station 1) have been

used to estimats outflow. The change in storage term in ecuation (8)

has been determined from the volume-averaged concentration data at

" statlon 1. Finally, the accumulaticn term has been calculated by

difference.

The mass balances have heen plotfed in cmuiat:l.ve form in Appen-~
dix D. For each component, the cumulative input plet deplcts the
integrals of the mass flux fram each source. The cumulative balance
plot depicts the integrals of the total input, output, change in
storage, and accumulation terms., Changes in the slopes of these

curves reflect flux rate changes.

3=-36




3.4 Results and Discussion

3.4.1 Horizontal Mixing

Table 3.4-~1 summarizes the results of the tests for significant
differences in means between stations 1 and 2 in the eplimnion and
hypolimnion. The oaiculations are tabulated in detail in Appendix A.
In Table 3.4-1, components have been grouped accoxding to whether the
tests indicated that the mean for station 1 was higher, that there
was no significant difference between the stations, or that the mean
for station 2 was higher. In addition, the differences in means have

been computed as parcenta of the grand means.

Pigure 3.,1-1 shows that station 1 is located in the south basin
of the lake, closer to Syracuse and the Metro STP dlischarge. Raesults
of these tesats indicate that the eplimnion at station 1 is generally
a more reduced environment, significantly higher in BODS, ammonia,
nltrogen, and organic nitrogen, and lower in dissolved oxygen and
NO;=N than the epilimnion at station 2. Higher rates of primary
productivity at station 2 arelindicated by higher levela of biomass,
dissolved oxygen, and pH and lower levels of alkalinity. The slightly
higher epilimion mean temperature at station 1 may reflect the indus-

trial cocoling water discharges at the south end of the lake.

Differences between stations in the hypolimnion are less easily
interpreted. Alkalinity and pH show the same pattern as in the

epllimnion. Higher levels of BOD5 at station 2 may reflect sedimentation
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Table 3.4-1

Sumary of Results of
€-Tests for Horizontal Mixing

STATION 1° ‘ NO SIGNIFICANT® STATION 2°
SIGNIFICANTLY® DIFFERENCE SIGNIFICANTLY?
HIGHER BETWEEN STATIONS HIGHER
COMPONENT 8 conponEnT 4° coupoNEnT A°

BOD (28.58%) N0, <N ( .78%) Pissolved Oxygen (-19.52%)

Temperature { .73%) Caleium { -.60%) Biomass { -2.69%)

Alkalipity [ 2,63%) 510, ( 3.29%) ND4-N ( -8.50%)

o |Amsonta n ( 9.10%) Chloride  ( -.ld%) pH ( -1.27%)
§ Organic ¥ (11.83%) Ortho-P { ~-.10%)
g TIP { -7.95%)
= Iron ( 2.70%)
Chromium ( -.62%)
Copper { 4.16%)

Alkalinity ( 1,92%) Dissoived ( 4.24%) BtZID5 (-11.611)

Oxygen

$10, ( 6.85%) Biomass ( 8.04%) pH ( -.53%)
Chloride ( 2.10%) Temperature ( -2.31%)
NO,-N (209 %)
N'OS-H (-20.91%)
-% Callcil.m'l { .20%)
E Ammonia-N ( 4.27%)
E Orgenic-N  ( 6.36%)
Ortho-P ¢ 1.84%}
TIP ( 9.93%)
Iron { -5.52%)
Chromium { -5.37%})
' Copper ( 7.05%)

a-95% Confidence level d-hypouml;n s mean of depths 12m, I5m, 18m.
. 2:’::2) x 100% e-for station locations, ses Figuro 3,4
1 .

c-epilimmion = mean OF depths Om, 3m, 6m;
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3.4.1 Horizontal Mixing {(continued)

of sewage or algal solids., Growth and sedimentation of diatoms may
account for slightly higher 8102 concentrations at both lavels of
station 1, although only hypolimnion differences are statistically
significant, The slightly higher chloride levels in the hypolimnion

of station 1 are unexplained.

Becauge prevalling winds are from the west and the lake's
orientation is northwest to southeast (see Figure 3.1-1), one would
expect considerable backmixing in the system in the direction from
. station 2 to station 1, the opposite direction from net advective
outflow. Thase‘results indicate that there is some "plug flow"
behavior of the system, or that, on the average, backmixing rataes
do not totally dominate over advection and reaction rates. The
"reactions®” involved include oxidation or settling of BOD, nitrifi-
cation, and algal putrient uptake and growth. Despite the fact
that statistically significant differences can be discerned, the
peroentage differences hetween the stations are generally csmall,
especlally in comparison to vertical differences. It is also possible
that some of the differences between the stations can be accounted

for by exchange flows with Seneca River waters at the outlet.
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3.4.2 Vertical Mixing

GRID displays in Appendix B illustrate marked vertical strati-
fication patterns in the lake during summer months, Table 3.4-2
indicates the components tending to concentrate in the epilimnion,
those exhibiting no marked vertical stratification, and those tending
to concentrat; in the hypolimnion. The pattern generally reflects
the effects of atmospheric exchange and primary production in the
epilimnion, settling of algal and non-algal particulates, and
subsequent decomposition and release soluble compounds in the reduced

conditions of the hypolimnion.

The tendencies of BODS, 5102, ortho-P, TIP, and NH3—N to con-
centrate in the hypolimnion are consistent with the above meghanisms.
Higher levels of NO,~-N and N03-N in the epilimnion reflect higher
dissolved oxygen levels there and possible denitrification reactions
in the hypolimnion. The pH and alkalinity patterns are consistent

with the following reaction533=

talkalinity) {calcite)

++ -
Ca + 2HC03 by CaC03+ + co, + H20 {3.4-1)

+ H.0 H.CO H + HCO, (3.4-2)
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Table 3.4-2

Summary of Mid-Summer Vertical Stratification
Patterns in Onondaga Lake, by Component

Components Concentrating Components Showing Components Concentrating

in Epilimnion No Stratification in Hypolimmion
Dissolved Oxygen . Chromium 30D,
Organic N Copper 5102
N02-N Iron TIP .
NO,-N Ortho-P
pH NHS-N
Temperature Alkalinity
Chlorophyll Calcium
Chloride




3.4.2 Vertical Mixing (continued)

Carbon dioxide is removed from the epilimnion as a result of photo-
synthesis and added to the hypolimnion as a result of respiration
and organic matter decay. Removal of co2 from the epilimnion would
tend to drive reaction (1} to the right, resulting in increased
removal of élkalinity through calcium carbonate precipitation. coz
removal would also drive reaction (2} to the left, leading to a
decrease 1n hydrogen ion concentration and an increase in pH. .The
temperature and chloride stratification patterns are chlefly density
effects. The metals chromium, copper, and iron do not seem to
stratify, possibly indicating that they are not inveolved heavily

with the chemical and biological processes described above.

The lake does not remain vertically stratified year-round.
Density gradients caused by chlorig:le stratification are apparently
not suffiolently strong to prevent fall and spring overturns induced
by thermal variations. The density Etructure of Onondaga is further

examined in Figures 3.4~1 to 3.4-5.

A GRID display of density is shown in Figure 3.4-1. For each
cell in the grid, density has been computed from the corresponding

temperature and chloride value using the following relat:l.onshipla' 9:

p = {1- klt'r-4)2) (1 + x,0 (3.4-3)

where,

P = density {g/cma)
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Plgure 3,4-1
PESSITY '
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3.4.2 Vertical Mixing (continued)

T = temperature (degrees C)

C = chloride concentratian {g/m3)

k, = 6.57 x 107° [(g/en’)/(deg ©)%)
- -1

k, = 1.2 x 10°% (g/m>)

A GRID display of vertical density gradient is shown in Figure 3.4-2.
For each month {(column), a fourth degree polynomial ( p versus 2 }
has been fit to the seven density values computed from the corres-—
ponding seven temperature and chloride cbservations. The polynomial
has been differentiated and evaluated to provide estimates of the
vertical density gradient at one-meter intervals. Because of the
relative numerical instability of the.derivatives of fitted poly-
nomials, estimates of density gradient obtained in this way are only
approximate, but sufficient for display purposes. The objective of
these calculations is to illustrate the location, strength, and
seasonal variation of the pycnoclihe, the center of which correéponds
to the depth of the maximum density gradient. The magpitude of the
maximum density gradient may be taken as an indication of the degree

of resistance to vertical mixing.

Pigure 3.4-2 illustrates the downward movement of the pycnocline

from near the surface in late spring to around 12 meters in late
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3.4.2 Vertical Mixing (continuecd)

summer, prior to overturn. Such migration is typically attributed

to evaporative cooling of surface waters and input of kinetic energy
at the surface due to wind actiona‘u' 32. Density gradients appear
to be decreasing in strength somewhat during this perilod, particularly
in comparing the early spring months of successive ygars, In 19;14,

the pycnocline was conslderably weakened relative to other years.

Figure 3.4-~3 displays raw and smoothed variations of the vertical
temperature apd chloride gradlents., For each sampled profile and

component, the volume-weighted gradilent has been computed as:

- i) {x-;){z—;)a dz
= . L= 2 (3.4-4)
Zz Em —_2
OI (z ~ z) a, dz

_— Q
E = (3.4-5)
).zm
0 a, dz
Z.m
4 x_ a_dz
x = 222 (3.4-6)
J.zm
o a, dz
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3.4.2 Vertical Mixing (continued)

whera,

concentration at depth = (g/m3l

]
[
]

= sgurface area of lake at depth g (m)

z_ = maximm depth (m)

The trapezoidal rule has been used to perform the above ilntegration
numerically. The computation of the gradient according to equation
{(4) is analogous to the computation of a linear regresslon cocefflcient
of x, on z, weighted according to surface area., Figqure 3.4-3
indicates that both temperature and chloride gradients were less
pronounced in the later years of the survey. The absolute values

of the thermal gradients generally appear to peak slightly after
mid-year, corresponding to peak lake temperatures (Appendix C). The
absolute values of chloride gradients generally appear to peak in

early spring.

The ralative contributions of thermal and chemlecal gradients to
the total density gradlent are plotted in Figure 3.4-4. The volume-

average density gradient has been approximated as:




Fig'l.lre 30 4-3
Line Plots of Temperature and Chloride Gradients
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Figure 3.4~4

Chemical and Thermal Components of Total Density Gradient
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3.4.2 Vertical Mixing {(continued)

dp 3T, 9
@ = GG
._‘_v'_,,_,..l [ WRSE———

[ -

total thexrmal chemical

density portion portion

gradient

From equation (3):

E - - T - ) -
(3'1') 2 k]. {T 9+ kz C) (3.4-8)
By n e k(T -2 -
(ac} 1 kl('r 471 kz (3.4-9)

The means and gradients of chloride and temperature have been
calculated accord.tné to equations (4).' {5}, and {6). The two lines
in Figure 3.4-4 represent variations of the total density gradient
and of the chemical portion of the total density gradient. The
d:l.sta.nce between the two lines represents the thermal portion. It
is evident that thermal effects dominate during mid-summer and
chemical effects are most important during other periods. Tﬁe
figure also indicates that the decreasing trend in early spring

dens':l.ty gradients noted previously is asacclated primarily with

3p, de, @
55+ 50 GR (3.4-7)
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3.4.2 Vertical Mixing (contirued)

decreasing chloride stratification.

An essentially equivalent representation of the average density
gradient is shown in Figure 3.4=5. The "buoyant potenf.ial energy
deficit" represents the theoretical energy requirement to completely
mix the lake verticallyaz. It has been computed from each sample

profile according to:

PE = 9.8 x 10 I':J pzzazdz - PZ azdz] {3.4~10)
Zm
J p_a_ dz
7= 2= {3.4-11)
;oo
o az dz
— of za, dz
z = 2z (3.4-12)
fzm
0 a, dz

where,

PE = buoyant potential energy deficit
(joulesn)

p, = density at depth z (g/cma}
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Figure 3.4-5
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3.4.2 Vertical Mixing (continued)

Again, the trapezoidal rule has been used to perform the above

numerical fintegration. A PE wvalue of zero or less indicates

instability in the water column,. t.e. well-pixed conditions. A
decreasing trend in PE is apparent, with yearly maximum values
decreasing and longer periods of instability occurring between

maxima.

The above analysls suggests that Onondaga Lake underwent a
change in density stratification during the study pericd. Calcula-
tions in Appendix D d0 not indicate any change in the mean rates
of chloride flux into the lake over this periocd. It seems most
likely that the observed changes can be attributed to hydrologic
and/or climatologic variations. While mean annual flows did not

vary much from year to year (Table 3.2-5}, maximum mean monthly

flows were generally higher in later years (Pigure 3.2-1). Possible

climatolcgic variations affecting thermal or kinetic energy ex-
changes at the lake surface may also have influenced the degree of
density stratification. Modelling studies will be required to
determine whether the decreasing trend in density stratification

can be attxibuted to such factors.

3252
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3.4.3 Phytoplankton and Nutrients

The vertical and seasonal distributions ofonutrients in Cnondaga
Lake have been discussed previously (Section 3.4.2). The pattern has
been showm to be consistent with algal growth in surface reglons and
subsequent settling and release of available nutrients into the
hypolimnion. During the study period, it is unlikely thag nutrients
kinetically limited algal growth rates, although they may have played
a role in determining dominant species. Figure 3.4-6 depicts varia-
tions of the epilimnion- and hypolimnion~average chlorophyll
concentrations bhetween 1972 and 1975. Annual cycles appear to be
bimodal and no trend in peak chlorophyll concentrations can be

identified.

Sio2 depletion in the epilimnion, particularly in 1974 and 1975
(Appendix B), may have controlled diatom populations. The transition
from spring diatom populations to summer greens, as mediated by 8102,
temperature, and possibly other factors, may be reflected in the

bimodal chlorophyll cycles.

The patterns of epilimnion- and hypolimnion-~average concentrations
of total inorganic P and ortho~P are shown in Pigqures 3.4-7 and 3.4-8.
The response to detergent phosphate legislation in 1971 is evident.
The relatively low degree of vertical stratification with regard to
phosphorus in the earlier years of the study may reflect the fact

that phosphorus levela were too high during this period to have been




Piqure 3.4-6
Line Plot - Chlorophyll

on'g

. ?_ T Hd0¥0IHI No.aa._
o1°2 0%t bty | Mazen

a£10

375

IRENEERLRENE RN

ONOMDAGA LAKE: STATION
o EPTLIMNION AYERAGE
% HYPOLIMNION RVERAGE

1

1 1 T4 or’t 08’0 0940
o'z 08 5 vAa0b0HY ) 01907

0E'0

00’

3-54




P

Figure 3.4-7
Line Plot - Total Inorganic Phosphorus
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Figure 3.4-8
Line Plot - Ortho-Phosphorus
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3.4.3 Phytoplankton and Nutrients (continued)

influenced significantly by algal uptake. In 1975, ortho-phosphorus
averaged 0.01 g/cm3 in the epilimnion on three mid~summer sampling
dates, the lowest levels observed throughout the study period.

Thomann et a1.35 have used a half-saturation constant of 0.005 g/cm

3

P in simulating the response of algal growth rate to phosphorus con-
centration. Using this value and the Michaelis~Mentem rate expression,
a level of 0,01 g/cm3 P would result in a 33% reduction in maximum
algal growth rate due to phosphorus stress. Acknowledgilng the vari-
ability of the 0.005 g/«:m3 parameter, it seems possible that available
phosphorus levels may have partially controlled algal growth rates

in 1975.

Levels of ammonia nitrogen and carbon dioxide remained well above
rate-limiting levels throughout the study period. It is evident that
light was the primary rate-limiting resouroce. Mid~summer transparencies

were generally on the order of cone half to one meter.

The abundange of primary nutrients has supported a diverse
collection of phytoplankton. FPigure 3.4~9 presents semi-quantitative

data on the phytoplankton and zooplankton populations batween 1968

20,24 an

and 1974, as derived from the Onondaga Lake Study reports d

52334. Because of the wide variations in cell size from specie to
specie, the cell number data in Pigure 3.4~9 cannot be used alone to

determina bilomass distribution, In 1968, species were recorded as
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3.4.3 Phytoplankton and Mutrients {(continued)

present/absent only.

The phytoplankton population is shown to consist mainly of
greens and diatoms. From 1968 to 1971, blue-greens {(chiefly

Aphanizomenon flos-aquae) dominated blomass in late summer, a fact

not obvious in Pigure 3.4-9 because of the greater sige of blue-
green cells relative to other types., The neaxr-disappearance of
blue-greens in latter years has been intexrpreted as a “positive"

sign that conditions in the lake have been improving. Mechanis-

tically, this has been attributed to lower levels of avallable

phosphorus encountered after phosphate detergent legislation in 191120,

the general hypothesis being that blue-greens were less able to com-
pete for lower levels of phosphorus than were other algal types.

Alternative explanations are discussed below.

The apparent decreasing trend in S:I.O2 levels may reflect an
increase inldiabom activity, Two factors may have contributed to
this, Diatoms have been shown to he particularly sensitive to
chnomiumlo. the levels of which decreased markedly in 1973 (Appen-
dices B and ¢). The lowering of chromium levels may have given
the diatoms a competitive advantage over other algal types.
Secondly, simulation studiea hy Bella2 have shown that the degree
of vertical mixing in a lake may influence interspecific competition

among algal types. In particular, enhanced mixing tends to favox
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3.4.3 Phytoplankton and Nutrients (continued)

faster-sinking algae (dfatoms) over slower-sinking varieties (Blue-

greens). Thus, the increasing diatom activity and the near-disappearance

of blue-greens may also be explained by the apparent decrease in

vertical stratification, as discussed previously (Section 3.4.2).

Aside from the disappearance of blue~greens, no trend in algal

specieg diversity is evident. On the order of twelve algal species

were generally present in mid-~summer samples throughout the monitoring

period. 1In view of éhe abu;dance of nutrients and peculiar aspects
of the lake (high heavy metal concentrations and snlinity), the

diversity of the phytoplankton population is considered surprisingly
highzd'aa. Fish populations are likewise surprisingly diversezq'aa.
O'Brien and Gere24 examined the temporal sequences of phytoplankton
and zooplankton densities during the 1968-69 baseline study, noting
that major shifts or drops in the phytoplankton population could not
be explained by concomitant zooplankton increases. It was concluded

that factors other than predation (possibly toxicity) were chiefly

controlling the algal populations.

3.4.4 Dissolved Oxygen

The GRID display of dissolved oxygen in Appendix B shows the

effects of aeration and primary production in the surface waters and
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3.4.4 Dissolved Oxygen {(continued)

respiration and oxygen depletion in the hypolimnion. The oxygen

data have been re-plotted as percent of saturation in Figure 3.4-10.

For each GRID cell, the oxygen saturation level has been computed

from the corresponding temperature and chloride level using the

following relationship derived from data in Fair, Geyer, and Okunaz

449.4 3.8 x-107°¢C

SAT - T+30.04 T T +22.8

(D0)

where,

T = temperature (degrees C)

C = chloride concentration (g/m3)

The tima- and space-averaged dissolved oxygen concentration during

. the period amounted to 31% of saturation, reflecting the dominance

of heterotrophic activity induced by external and internal BOD
sources. Super~saturated levels of DO 1in the mid-summer epl-~

limnion indicate regions of intense photosynthesis.

The data indicate a general trend toward improved conditions
in the hypolimnion, represented by shorter annual periods of

anaercbic conditions. At 18 meters, oxygen levels were below
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Pigqure 3.4-10

. ) DISSOLVED OXYGEN , PERCENT OF SATURATION
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3.4.4 Dissolved Oxygen {continued)

1 g/m3 for ten months of the year in 1970, campared with a five-month
anaerobic period in 1974. This trend can be most easily seen by
comparing hypolimnic dissolved oxygen levels in the early spring of

successive years in Figure 3.4-10.

Line plots of volume-averaged dissolved oxygen levels are shown
in Pigure 3.4-11, smoothed according to the method outlined in Section
3.3.3. Oxygen levels plotted as DO , DO/DOSAT , and DOSAT'DO all
indicate an improving trend. Seasonal patterns are also evident and
especially regqular when the data are plotted as DO deficit ( DOSAT-

DO }). The regular perfodicity of these data may reflect the importance

of photosynthetic oxygen sources, since minimum deficits generally occur
during seasons of peak solar intensity and photosynthetic rates.

Temperature effects on DOSMI could also partially account for this

periodicity.

Pissolved oxygen levels are generally detexrmined by the bhalance,
or imbalance between oxygen sources and sinks. Trends in the DO data
should therefore result from trends in one or more of the oxygen
sources or sinks., In general, no trends can be seen in the ambient
levels of BOD or in the external loading rates. It 1s unlikely that
the internal sources and sinks of DO have been altered much, since
photosynthetic nutrient supplies generally remained in excess, except,

possibly, in the case of ortho~phosphorus in 1975. The DO trend can
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3.4.4 Dissolved Oxygen {(continued)

best bhe explained by improved aeration of the hottom waters accom-
panying the decreasing trend in vertical stratification. Pigure
3.4-12 compared the GRID displays of vertical density gradient and
dissolved oxygen, as percent of saturation. The inverse relationship

between density gradient and hypolimnic DO levels is apparent.

3.4.5 Mass Balances

_ The results of mass balance calculations performed on major
water quality components are displayed in Appendix D, and summarized
in Table 3.4-3. In the latter, the four terms of each mass halance
(input, output, change in storage, and accumulation) are expressed
in units of grams per square meter of lake surface per year. The
retention coefficient ( = accumulation/total input)} and the fraction
of the total input attributed to the Metro STP discharge are also
given., Based upon examination of the mass balance figqures in Appen-
dix D, the component balances which exhibited trends have been broken
into two or more time periods. "Trende" are indicated in the balance
plots by changes in slope of the cumulative input, output, and/or
accumulation lines. Division has been done at yearly intervals to

incorporate seagonal effects.

Ag noted in Section 3.3.4, the epilimpion-averaged concentrations




Pigqure 3.4-12
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Fluxes in grams per square peter of lake surface per year

Hass Balances - Onondaga Lake

Table 3.4-3

a Fraction of
Water Total Total Change in Retention Input dus
Component Years Input Output Storage Acamylation Coefficient to MstTo STP
Chloride 1970-74 {72814, 70753. 322, 1739, .024 .055
1970-72 17.4 25,7 .2 21,5 .453 2120
e b . . (280007 _Q9.2y ) LGs0s)y 1. _ ..
Nitrate and Nitrite N } -j5os =7 2.8 20.8 -3 4.0 : ~150
22.7) 2.1 (.086)
B - “i9%o-Fi 273.8 767.3 -.2 6.7 {.ozs 43
. - (291.8} . _ .. a2 Jloeasyl oo
Total Kjeldahl R 1973-74 263.3 189.1 v.8 72,4 1227 516
(171.1) (96.4) (.345)
1970-71 321.5 288.7 1.3 31.5 L0938 . 387
. L (363.8) (56.4) L(A78)
Total Nitrogen 1672-74 2949 214.9 0.0 80.0 .29 i
(196.4) (98.5) (.334)
Silica (510,) 1970-74 394.2 235.8 -6.3 164.7 .17 247
Alkalinity (as Ca CO,) | 1970-74 | 10800, 9038, 37. 1425, 136 .162
(8799.) ° (2659.) (.158)
1970 156.7 79.4 -20.8 98.1 .626 .431
Total Inorgmnic P 1971 68,2 70.3 10.) -12.2 -.179 .545
1972-74 36.3 20,9 -7.6 23.0 .634 743
1970 48.0 39.5 -14.3 22.8 -.477 .613
Ortho-P 1N 32.5 40.0 1.7 -19.2 «.592 .592
1972-714 23.7 15.7 -5.2 13.2 860 697
1970 108.7 9.9 -6.5 75.3 .693 .351
Condensed Inorganic P | 1971 35.7 30.3 -1.6 7.0 196 .502
1972-74 12.6 5.2 -2.4 9.8 L718 .83}
5-Day BOD 1970-74 1389, 289, -5. 1105. 796 792
{217.% (117731 £.847)

a Retention Coefficlent = Accumulation/Totsl Input

b Corracted For lack of complete mixing; multiplied by ratio of Station 2 to Starion )

epilimnion - averaged concentrations

able7 )
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3.4.5 Mass Balances {(continued)

at station 1 (see Figure 3.1-1) have been used to estimate lake
outputs. Tests for horizontal mixing have indicated, however, that
the lake is not completely mixed with regard to a].]._ components.
The output fluxes in parenthesis in Table 3.4-3 have been corrected
for this lack of complete horizontal mixing by multiplying the
station 1 estimate by the ratio of the mean concentration at
station 2 (cleser to the lake outlet) to the mean concentration

at station 1, as given in Table 3.4-~1. This was not done for
silica or the phosphorus components, since the differences between
station 1 and 2 were not found to be statistically significant in

these cases.

For each component, the accumulation term in the balance has
been computed by subtracting output and change in storage from
total input. This term thus represents the net sum of all fluxas
which have not been measured or estimated direotly, including
sediment or atmospheric exchanges and chemically- or biologically-
mediated transformations within the lake. The accumulation term
also reflects possible errors in the input flux estimates due to
sampling strategy relative to periodicities in point scurces or
intervening storm events in tributaries, as discussed in Section

3.2.1.

Over the five-year period, estimated chloride inputs balanced

estimated outputs to within 2.4%, Since no mechanisms for chloride
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3.4.5 Mass Balances (continued)

PRI | -

trapping within the lake ar; known to exist, the salt balance tends

to vefify the assumptions, techniqueﬁ, and data used in developing

the hydrologic balance and in estimating mass fluxes from grab-

sample concentration data. Ninemile Creek, which accepts the waste
bed overflow from the Allied Chemical Company's solvay plant, accounted
for 76.1% of the total chloride input to the lake over the five-year
period. Assuming that the background concentrations of chloride in
Ninemile Creek were the same as those in Onondaga Creek {averaging

275 g/m3), about 68.3% of the £0t31 chloride flux can be attributed

to the solvay plant discharge. Nq trends in the chloride balance

are evident.

Fluxes of reduced nitrogen forms (Kjeldahl) dominate over thoge
of oxidized forms {nitrate and nitrite)} by about an oxder of magni-
tude, Trends in the balances of each nitrogen form are evident.
Nitrate and nitrite lnputs were reduced by about a factor of two
in 1973 and 1974, attributed primarily to reductions in loadings
from Onondaga Creek and Ninemile Creek. MNitrate and nitrite may be
produced in aerobic regions of the lake through nitrification and
lost in anaerobic regions through denitrification. Algal uptake may
be another important nitrate sink. The reduced net accumulation rates
of the oxidized nitrogen forms in the latter years may:reflect in-

creased oxygen levels and enhanced nitrification,




" 3.4.5 Mass Balances ‘{{continued)-

Trend in the Kjeldahl nitrogen balance is toward reduced output
rates and inereased net accumulation rates. During water years 1970
and 1971, outputs balanced inputs to within 11.8%. During the 1972-
1974 period, however, 34.5% of the influent Kjeldahl nitrogen was
trapped with the lake or converted to oxidized forms, Enhanced
aeration could have accounted for this increase. The disappearaﬁce
of blue-green algae over this same period may also have eliminated

an important internal Kjeldahl nitrogen source.

The trends and relationships in the total nitrogen balance are
similar to those of the Kjeldahl nitrogen balance. The increase in
the percent of total nitrogen loading due to the Metro 5TP discharge
from 38.7% to 47.1% may be partially attributed to the Onondaga
County combined sewer maintenance program, which reportedly elimi-
nated several dry-weather sewer overflows :I.nt'.o Onondaga Creek and
Harbor Brook during this period“. In addition, the Ley Creek
Sewage treatment plant discharge was diverted from Ley Creek to the
Metro STP at the end of 19692,

The silica balance was relatively constant throughout the
five-year period. An esti;nated 43.7% of the influent silica was
trapped within the lake. Mechanisms for silica removal include
uptake by diatoms and subsequent deposition, and formation and

gedimentation of silica-containing minerals“.
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3.4.5 Mags Balances {(continued)}

The alkal:l.n:l.i:y balance likewise appears to be relatively stable.
On the average, 15.8% of the influent alkalinity was removed. The

primary reaction accounting for this is:

+ -
Ca + 2 Hcos_ + caco3 + o+ cta2 + H,0 (3.4=13)
gt - gt
alkalinity calcite

The high levels of calcium in the lake drive this reaction to the
right in nearly all regions and seasons, except where pH falls

balow 724.

Table 3.4-3 presents balances on three phosphorus forms: TIF,
ortho-pP, and condensed inorganie P ( = TIP - orthe~P). The response
to phosphate detergent legislation in 1971 is evident. The time
period has been broken into three parts: pre-legislation (1970),
transition (1971), and post-~legislation (1972-74). Comparison of
pre~ and post-legislation pericds indicates a reduction of 77% in

the TIP loadings*. The TIP retention coefficients, however, remained

* This 77% reduction is surprisingly high, in view of the amount of total
phosphorus which has been attributed to detergents in sanitary wastes
(~ 56%)22, Some of thie reduction could have been due to the county's
combined sewer maintenance program which was being carried out simulta-
neously with the detergent legislation. In addition, the pre- ard post-
legislation phosphorus measurements do not include the organic phosphorus
fraction, which would not be influenced by detergent formulation.
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3.4.5 Mass Palances {continued)

relatively constant, at valﬁes of 62.6% and 63.4%, respectively.
During the transition period, internal sources of TIP and ortho-P
are apparent, in that the computed retention coefficients are
negative. This could have resulted from exchange from sediments or
with organic phosphorus forms in the water column during this periocd.
This type of transient response is in tune with a model proposed by
Lorenzen et al.l6 for simulating the response at Lake Washington to
phosphorus diversion. Mechanisms for phosphorus removal include
algal uptake and depogition and chemical precipitation, The lake

is supersaturated with calcium phosphate, and formation and precipa-
tion of hydroxyapatite and fluorapatite are expected to be important
mechanisms for phosphorus remova124. The relative stability of such
minerals to changes in redox potential (unlike iron-phosphorus
compounds)} tends to indicate that release of soluble phosphorus

from the sedimente in significant amounts would be unlikely. The
fact that the pre- and post-legislation TYP retention coefficients'
are similar indicates first-order behavior of the phosphorus remowval
mechanism and suggests that chemical precipitation may be more
important than algal uptake and eedimentation. The former mechanism
ig first-order and the latter, zero-order in phosphorus concentra-

tion, under conditions in which phosphorus is not limiting algal

growth.

The BOD5 balance appears to have been relatively stable over

3=-72




3.4.5 Mass Balances {(continued)

the five-year perilod. The Metro STP discharge, determined from the
Onondaga County plant performance recorﬂsza, accounted for 79.2%
of the total external loading of BOD5. Average outflow amounted to
15.3% of the external loading. Conslderation of internal loadings
resulting from primary production can provide a much more complate

picture of the organic matter and oxygen balances of the lake.

Gross primary production has been estimated using data provided
by O'Brien and Gerezo. Light/dark bottle studies were done on four
days between May and September in 1974. The average daily gross
producitivity was estimated at 6.1 .grams of carbon per square meter
per day (observed range 3.8 -7.4 g.-c/mz-day}. Agguming that 85% o'f
the yearly production occurred in the 150-day May - September periodd,
an annual gross production of 1080 g-c/mz-year is estimated. Using
conversion factors given by Byrlinsky and H.ann4, this corresponds
to 2900 g-oz/mz-yr and 10150 Kcal/mz—yr. At an annual average visible
solarx i:adiation Antensity of 3200 kcal/mz-dayzz, this corresponds to

a photosynthetic efficiency of 0,9%.

Brylinski and Hann4 have studied the relationships among phyto-
plankton standing crop, gross productivity, and photosynthetic
efficiency using the International Biological Program data base.

The results of the above calculations have been compared with those
of Brylinski and Mann in Pigure 3.4-13. While Onondaga Lake is shown

to be highly productive, the relationships among phytoplankton standing
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_ Figure 3.4-13 _
Relationships Among Phytoplankton Standing Crop, Gross Photosynthesis,

and Photosynthetic Efficiency for Onondaga Lake Compared with Results
of Brylinsky and Mann®

M. IRYLINSKY AKD K. JL MANN
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3.4.5 Mass Balances (continued)

crop {as chlorophyll), primary preduction, and photosynthetic effi-
clency are close to what one would expect based upon Brylinski and

Mann's studies of a wide range of lakes. Besides providing perspec-
tive on Onondaga Lake, this lends some strength to the productivity

estimate derived above.

Using this figure to represent internal sources of oxygen
demand, an annual-average ultimate oxygen demand balance has been
formulated (Table 3.4=-4). The ratio of 5~day to ultimate carbon-
aceous BOD has been assumed to be (.65, correspeonding to a first
order decay rate of 0,21 day-l. Nitrogenous oxygen demands have
been calculated from the TKN balances, assuming the following

stoichiometry for the nitrification reaction:

- +
NH., + 202 - No, + H +H20 (3.4-14)

Table 3.4-4 shows that external sources of oxygen demand only
slightly e;ceed internal (photosynthetic) sources on an annual
average basis. During productive seasons, internal scurces would
be expected to dominate. The total net loading to the lake, after
subtracting outflow, amounts to 14 g-ozlm?-day, or, assuning an

average depth of 12 meters, about 1.2 g-02/m3-ﬂay. Since gross

3=75




Table 3.4-4

Onondaga Lake
Ultimate Oxygen Demand Balance

Average Annual Conditions (1970-74)

Areal Volumetric

Basia Bagis
(g-Oé/m -day) {g-02/m -day)
External Sources
Carbonaceous : 5.85 0.49
Nitrogenous 3.23‘II 0,27
Intarnal Source
Gross Photosynthesis 7.91 ' 0.66
Total Input 17.04 : 1.42
Outflows
Carbonaceous 0.92 0.08
Nitrogenous 2.14* 0.18
Total Outflow 3.06 0.26

Net Demand 13.98 1l.16

* 1972-74
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3.4.5 Masg Balances {continued)

ﬁhotoay:ithesis would supply a maximmm of 7.9 g-Oz/mz-day, assuming no
atmospheric losses due to super-saturat:l.on,' remalning oxygen sources or
organic matter sinks would have to account for a minimum ;uf. 6.1 g-0,/
mz—day or 0.5 g/m3;-day of oxygen demand. Oxygen sources ipclude
aeration, and nitrate and sufate reducticn. Sec‘l:l.mentat‘ion of parti-
culate organic matter may be an important oxygen demand sink, dépend:l.ng
upon the axtent to whicﬁ this oxygen demand is exerted in a benthic

form. .

O'Brien and GereM' have attempted to quantify benthic oxygen
demands by measuring oxygen uptake in disturbed sediment cores.
Measured values ranged from 0.0024 to 0.0034 g-ozlmz-day, well beiow
the magnitude of external and other internal sources of oxygen demand.

19 reviewed the

However, thesa data are suspect; Newboil.d.and Ligget
literature on benthic oxygen demands in lekes and streams and

concluded that a value in the range of 0,1 to 1.0 g-oz/mz-day WAL
appropriate for Cayuga Lake. This range is about 50 times higher than
that measured in Onondaga Lake. It seems unlikely that the Onondaga
values would be so much lower, partioularly considering its reportedly
extensive organic sludge depos:l.ts“.. On the other hand, the precipi-
tation of calcium carbonate in Onondaga may sexve to blanket the sludge
deposits and prevent exertion of oxygen on demand in tl"le overlying

water. Calcite precipitation may also be an lmportant mechanism for

removal of vellow and humic organie compounds from the watsr column
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3.4.5 Mass Balances (continued)

viﬁ an adsorption/sedimentation proce5525. If Newbold and Ligget's
figures are used, the benthic component of the ox&éen démand balance
may ﬁe appraeciable. However, since thé‘séﬁrce of Ehe org;nic matter
exerting the benthic demand is in the ﬁater'coluﬁn, the net halénce

in Table 3.4-4 is not affected.

Tertiary treatment of the Metre STP effluent to femove BOD and
phosﬁhorus is a measure designed to reduce both external and internal
{photosynthetlc) sources of oxygen demand. Based upon the calcula-
tions outlined above, the maximum impact of this plan on the oxygen
demand budget of Onondaga Lake 1ls presented in Table 3.4-5. In
order to put an upper limit on the affects of phosphorus reduction,
gross photosynthesis has been assumed to be reduced in proportion to
the total phosphorus lcading. This assumes that production is phos-
phorus-limited and ignores nutrient recycling effects. Accordingly,

maximum reduction of S9% in the total oxygen demand loading is

-.estimated.

3.5 Eutrophicatjion Assessment

3.5.1 Phosphorus as a Controlling Factor

In order to develop some perspective on Onondaga Lake from a

eutrophication viewpoint, its phosphorus balance has been compared
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Table 3.4-5

Onondgga Lake
Present and Projected Ultimate Oxygen Demand Loadings

_(gr&ms Oz/m?-dayi

Average Conditions Future Conditions

{1970-74) {1980)
External Sources
Carbonaceous ) 5.85 . 1.53
Nitrogenous 3,268 3.28
Internal Source
Gross Photosynthesis 7.91 2.15*

Total 17.04 6.96

* Assuming primary produyction reduced in proportion to total
inorganic phosphorus loading; represents a lower limit.
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3.5.1 Phosphorus as a Controlling Factor {(continued)

with balances of a wide variety of other northern temperate lakes.
This comparison has been done in tﬁe contexts of empirical models

for predicting lake trophic state as a function of phosphorus loading
and morphologic indices. The models employed have been discussed

and evaluated in detail in Chapter 2. They include the tweo models

39,40

of Vollenweider « that of Dillon and Riglerﬁ, and the model

developed from the stepwise discriminant analysis in Chapter 2.

Table 3.5-1 presents the "permissible" {oligotrophic/mesotrophic)
and the "dangerous" (mesotrophic/eutrcphic) phosphorus loading levels
for Onondaga Lake as estimated by these various models. These lavels
can be compared with estimated past, present, and future TIF loading
also presented in Table 3.5-1. The projected TIP loading for 19680 is
still over twice the highest "dangerous" level estimated by any of

the models.

Two factors render these empirical models of limited value for
application to Onondaga. Pirst, the models are all based upon
measurements of total phosphorus, whereas only total inorganic
phosphorus readings were available in this case. Second, the

uniquely-high calcium content of Onondaga promotes phosphorus removal
via calcium phosphate precipitation and sedimentation24. This re-
moval mechanism was generally not present to the same degree in the

lakes upon which the empirical models were based. For this reason,
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Table 3,5-1

Allowable Phosphorus Loadings for Onondaga Lake According to
Various Models
(grams / n’ - year)

Model "Permissible" *Dangerous"
Vollenwaider 1 0.11 ) 0.22
Vollenwedider 11 0.74 1.48
Dillon and Rigler 1.48 2.96

ESP 0.66 ' | 1.90

Observed and Projected Loadings

("- Water Year TIP Loading % METRO STP
1970 156.7 43 %
1971 68.9 54 %
1972 T42.2 76 %
1973 38.7 67 %
1974 28.7 81 %
Prodected' 7.8 30 %

* gssuming 90 % reduction in 1974 METRO STP loading




3.5.1 Phosphorus as a Controlling Pactor (continued)

the permissible and dangerous loadings specified by the various models
may be too conservative. To some extent,.Dillon’'s model may account
for the effects of the additional phésphorus removal mechanism by
employing the observed retention coefficient (0.63). Accordingly,

the loadings specified by that model are higher than those specified
by the others. The fact that the observed retention coefficients
before and after detergent legislation were similar (see Table 3.4-3)
suggests the validity of the first-order assumption inherent in the
Dillon model. However, it is still upncertain whether the relationship
batween lake trophic state and phosphorus concentraticn holds in the
unusval chemical environment of Onondaga Lake, l.e., the target levels

of 0.02 and 0.01 g-—P/m3 may not be realistic.

.An indication of the importance of calcium phosphate precipitation
as a phosphorus removal mechanlsm can be derived by comparing the
observed retention and phosphorus sedimentation coefficients with

those estimated using the retention model developed in Chapter 2:

1/(1 + 0.824 %% = o0.70

v
&
"

0.824 T *°%6

&
]

= 1.86 year

Tha corresponding observed values are glven by:

3-g2
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3.5.1 Phosphorus as a Contxolling PFactor (continued)

l1=-RO = 0.37

KO RO/((1 =RO})T] = 7.53 year »

The standard error of estimate for the above retention coefficient
model is 0.137, The following t-test suggests that the observed

and estimated retention coefficients are significantly different:
t = (RO-RE]/SEER = (0.63-0,30)/0.137 = 2.41

These calculations indicate that the retention coefficient in Onondaga
is about twice what ane would expect, based upon the model developed
on data from other northern temperature lakes. The effective first-
order sedimentation coefficienzfis about 4 times the expected value,
suggesting the importance of 3 ditional phosbhorus removal mechanisms
in Onondaga, Some of these ?ifferences may ba attributed to the faot
that only inorganic phosph?éus measurements were available. Since
the organic faction in the'ﬁake's outflow'has been ignored, the actual

total phosphorus retentlon coefficient may be somewhat lower.
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3,5.1 Phosphorus as a Controlling Factor {(continued)

As noted above, the Dillon model roughly accounts for any unusual
phaosphorus .removal mechanisms in Onondaga. The projected loading for
1980 is still over twice the dangerous level predicted by that model.
Since the Metro STP will account for only 20 percent of the projected
loading, some rather extrema non-point source control measures may
have to be implementad in order to reach acceptable loading levels.
Estimat ion of confidence limits on the tributary and point-source
loadings and consideration of ccmbined sewer overflows (which may not
be adequately reflected in the tributary loading estimates) would be
required in order to provide an adequate basls for projecting the
impacts of non-point source contz.'ol measures., Generally, the results
of this analysis supports the EPA's conclusion that "the best reason
for instituting phosphorus removal at the Metropolitan Syracuse STP

is the protection of Lake Ont:ario"sa.

©3,5.2 Light as a Controlling Factor

In Chapter 2, the rationale behind the Lorenzen-Mitchell modells

for predicting the potential effects of mixing upon algal production
in lakes and impoundments was discussed. A acheme for.estimt:l.ng
the parameters of the model from transparency cbservatlons was also
presented. The model is applied below to estimate the potential

effects of mixing under present and future nutrilent loading regimes.




3,.5.2 Light as a Controlling Factor (continued)

According the development in Chapter 2, peak, light-limited
biomass, expressed in terms of grams of chlorophyll-a per square

meter, is given by:

X g o LE_ -g- z (3.5-1)

The corresponding expression for nutrient-limited biomass is:

N
"X g a -f-z (3.5-2)

where,

crax o light-1limited biomass (g Chl-a/m3)

L
c:ax = nutrient-limited hiomass (g Chl-a/ma)
Z = mixed depth {m)
™ = paximum growth rate of algae (day-l)

r = respiration rate of algae [day]hl

g = incremental light extinction coefficient
dve to algae (m?/g chl-a)

1l

a = background extinction coefficlent (m )

F = 1light/depth integral

N_ = limiting nutrient conoentration at spring
overturn (g/m3)
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3.5.2 ILight as a Controlling Factor {contilnued}

y = nutrient content of algae
{g nutrient/g Chl-a)

The model suggests that peak blomass will be controlled by light or
by nutrients, according to whether c:a_xz i1s less than or greater
than c:axz , respectively. 1In Chapter 2, it was shown that the

parameters of the model could be estimated from the following

relationships:
F = 2.718)/24 | (3.5-3)
a = 1.44/22“ {3.5-4)
m min
E = 14942/F 2 (3.5-5)
r -1

wherea,

A = day length at peak blomass (hours)

27* = maximum Secchi depth observed in the
course of a year (m)

27°" = minimum Secehi depth observed in the
courge of a year (m)
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3.5.2 Light as a Conl:mlli'ng Factor {(continued}

Transparency obserw_at:l.ons in Onondaga lLake over the 1968-74 pericd
are plotted in Pigure 3,5-1.  These ganerally range from about 0.5
meter to 2.5 meters, although some year-to-year varilations in these
ranges are apparent. During this periocd, nutrient concentrations
were in excess, so the assumption is made that a 0.5 mel::er 'Secchi ‘
dqpth corresponds to peak, light-limited biomass. Por a tl;ermocline
depth 'of' 9 meters, the average epilimnion depth is esﬁimintgd as the
ratio of volume to surface area, or 7.15 (see Flgure 3.3-1}., Ac=

cordingly, the following parameters are assumed:

Zmin = 0.5 meter
2% = 2.5 meters
Z = 7.15 meters

A = 15 hours

Substituting into equations {3) to (5):

F = 1.70
a = 0.58 m ¥
m

-'51-,- = 12.1




Figura 3.5-1

. Onondaga I-Ee‘l‘rmsparencg Measurements
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3.5.2 Light as a Controlling Factor (continued)

m
The estimated valua of P;_— is within the range of values reported in

the 1:I.teratura7. Assuning that phosphorus is the potential limiting
nutrient, the remaining parameters have been derived from the litera-

ture:

B = 20 m2/g Chl-a (ref.: 1, 26)

y = 1 g-P/g Chl-a (ref.: 7, 26}

Thus, the expressions for light- and nutrient-limited biomass are:

c‘f"" Z = 1.03 - 0.029 2 (3.5-86)
x 3 -
cf' 2 = N3z (3.5=-7)

These lines are plotted in Figure 3.5-2 for values of Nu +« the total
inorganiec phosphorus concentration at spring' overturn, of 1.58, 0.32,
and 0.086 g/ma. These concentrations correspond to 1970, 1974, and
1980 conditions, respectively. The figure for 1980 was estimated .as
the cbserved value for 1974 (Pigure 3.4-7) times the ratio of 1980

to 1974 TIP loadings {Table 3.5-1).
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3.5.2 Light as a Controlling Factor {continued}

Fiqure 3,.,5-2 indicates that under current mixing regimes

{ 2 = 7.12 meters) and past and present phosphorus loading, peak
biomass should be light-limited. The intersection of the 2 = 7.15
meters line with the light-limited biomase line occurs at a C2Z
value of 0.82 g chl-a/mz. This suggests that peak blomass concen-
trations should be in the vicinity of 0.82/7.15 = 0.115 g Chl-a/m3,
or 115 micrograms Chl-a/liter. Observed peak biomass levels for
the 1972-75 periocd ranged from about 90 to 150 and averaged 110
micrograms per liter {Figqure 3.4-6). These abservations are not

inconsistent with model predictions.

The model indicates that the 1980 loading reduction should
result in a nutrient-limited peak algal biomass level of 0.62 g Chl-a/
mz, corresponding to a volumeﬁric concentration of 87 micrograms/liter,
or a 24% reduction of current levels. In order to bring peak biomass
concentrations down to less than 30 micrograms Chl-a/liter, another
66% reduction in phosphorus loadings would be required. These conclu-
sions are not greatly different from those derived from use of the
Dillon model in the previous section, which suggested that a 62%
reduction in the 1980 loadings would be required to reach "dangerous”

loading levels (Table 3,5~1}.

The fact that peak bicmass will be nutrient-limited under 1980

conditions suggests that increases in mixing rates may enhanoe




3.5.2 Light as a Controlling Factor (continued)

éroductivity somgwhat. If it is assumeﬁ that enhanced mixing effec-
tively increases mixed depth, Onondaga would lle somewhere hetween
current conditlons { Z = 7.15 meters) and the completely~-mixed
conditions ( Z = 11,7 metersa). A maximim production of 0.77 g Chl-a/
mz would be realized at an effective depth of 9 meters, while the
completely-mixed condition would result in a light-limited peak
biomass of 0.70 g Chl-a/mz. Thus, the model indicates that, from

the point of view of total biomass production, no benefits would

be derived from mixing the lake under the estimated 1980 loading

conditions,

Under light-1imited conditions, the expression for Secchi depth

is:

(25" ¢ 222
L umF m,
z =42 (3.5-8)
1.44 c ra *
= s 2> %2
a C
Under nutrient-limited conditions,

tz':i")“ = 1‘—‘:; (3.5=-9)

o + —

Y
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3.5.2 Light as a Controlling Factor {continued)

For the paramater valuéa estimated above:

(zmin]
B L = 0,002 , Z < 35.5 (3.5-10)
= 2.50 . 2 > 35,5
min _ 1.44 .
(za )N = 0.58 + 20 Ng {3.5-11)

Under 1980 conditions and the current mixing regime, it was estimated
above the peak bicmass would be nutrient-limited. Accordingly, the

minirmum Secchi depth would be given by:

n min 1.44
z (Zg" )y © ©.58 + 20(0.0867 ~ 0+63 meter

This would represent a slight improvement over current conditions
{ z’:in = 0,5 meter). It was also estimated above that if the lake
were completely mixed ( Z = 11.7 meters), peak algal biomass would be

light~limited, Acocordingly, under these conditions:

zmin = zmin)

o s L 0.070 (11.7) = 0.82 meters
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3.5.2 Light as a Controlling Factor (continued)

Thus, mixing the lake under 1980 phosphorus loading conditions would
increase minimum transparency by about 30%, This change would probably
be difficult to measure with a Secchi disc in this range, although it
could be detected with light transmission measurements. The two
conditions examined above correspond to volumetric biomass concen-
trations of 87 and 59 micrograms Chl-a per liter, respectively, or a

potentia)l 31% decrease as a result of mixing,

Generally, in order for mixing alone to be successful as a means
of restricting peak algal biomass to less than 30 micrograms Chl-a/ma.

equation (1) indicates that the following criterion must be satisfied:

cmax E:E - %- < 0.030 (3.5-12)

where,

Z = mean epilimnion depth {(m)

= mean lake depth, under completely mixed
conditions

For the parameter estimates employed above, this expression reduces

to:
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3.5.2 Light as a Controlling Factor (continued)

Z (1 + 1.67a) > 34.3 (3.5-13)
or,
Fa+239 5 .3 (3.5-14)
zmax
=1

Laﬁes wilth greater mean dépths or with greater background (non-algal}
extinction coefficients would benefit more from artificial destratil-
fication. In the case of 0qondagé, the value of the left side of
equation (14) 1s 22,9, suggesting that additional contrcols on nutrilent
inputs weould be necessary ln ordex to restrict péak.algal biomass to

less than 30 micxograms of chlorobhyll-a per liter.




1.

2.
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3,6 Conclusions

Significant differences in concentrations of some water
quality components hetween the two lake monitoring stations
indicate that the epilimpion at station 1, closer to the
Matro STP discharge, is a relatively reduced environmant.
These differences are small compared with vertical and

seasonal variations.

Seasonal vertical stratification patterns reflect the effects
of density and of chemical and blological reactions occurring

in the epilimnion and hyf.solimnion.

A trend toward reduced density (temperature and chloride)
stratification in the lake 1s possibly attributed to
climatologic variations, This trend would indicate enhanced
vertical mixing rates, in turn consistent with the following

observations:

a, enhanced hypolimnic oxtygen levels;
b. virtual disappearance of blue-green algae.

The apparent reduction in the blue-green algal population
over the course of the monitoring period might be attributed .
to a number of factors possibly influencing interspecific
competition, including:

a. reduction in phosphorus levels;
b. reduction in chromium levels;

c. enhanced vertical mixing rates.

If the last factor is ohiefly responsible, there is no
reason why ths hlue-~green population would not return in
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3.6 cCeonclusions (continued)

the future, since the eénhanced mixing rates have been
attributed to climatologic variations.

While nutrients may have controlled species dominance
with season, the algal population appears to have been

-light=1limited under the nutrient loading regimes of

1968-74.

Estimates of chloride inputs developed from water guality
and quantity data balance outputs to within 2.4% over water
years 1970-74, 68.3% of the total chleride flux can be
attributed to Allied Chemical's waste bed overflow into
Ninemile Creek.

Over this same period, fluxes of reduced nitrogen forms
dominated over those of oxidized forms by about an order

of magnitude. Apparent trends toward higher net accumulation
rates of Kjeldahl N and lower accumulﬁtion rates of Nitrate
and Nitrite N may reflect: (1) enhanced nitrification,
concelvably a result of higher oxygen levels; (2) lower
nitrogen fixation rates, resulting from the disappearance

of blue-green algae.
Phosphorus balances indicate the following:

a. The average loading in water years 1972-74 was 23% of
that observed in water year 1970. This 77% reduction
can be attributed to the effects of;

(1) phosphorus detergent legielation in 1971;

{2) Opondaga County's combined sewer maintenance
program;




3.6 cConclusions (continued)}

10.

C.

(3) diversion of raw sewage formerly discharged
into Ley Creek to the Metro STP in late 1969.

The lake apparently retained 63% of the influent TIP
during each of the above perlods, suggesting the
importance of a first-order reaction for phosphorus
removal in the lake. Under steady-state conditions,
the TIP retention coefficient and effective first-
order sedimentation coefficibnt wera two and four
times, respectively, what one could expect, based
upon analysis of phosphorus balance data from other
northern temperate lakes, These results, along with
chemical equilibrium considerationa, suggest the
importance of calcium phosphate precipitation as a

dominant removal mechanlem.

Apparently negative accumulation rates and retention
coefficients for TIP and ortho-P during water year
1971 may reflect the net release of inorganic P from

the sediment or from organic P fractlons in the water

column during this transition period, in which leadings

and ambient concentrations were markedly reduced.
Sediment release is consldered relatively unlikely
because of the stability of apatite.

Under average 1972-74 conditions, external and internal

{photosynthetic) sources of ultimate oxygen demand were

about egual and totalled 17 g-oz/mz-day, or 1.4 g-oz/ms—day.

Installation of secondary and tertiary treatment facilities

at the Metro STP is estimated to:
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3.6 Conclusions {continued)

a. reduce ultimate oxygen demand loadings by a maximum
. of 59%; .

b. reduce TIP loadings by a maximm of 738, resulting in
nutrient-limited peak algal biomass levels of about
76% of those observed under past and present light-
limited conditions.

li. Since future algal populations are projected to be nutrient-
limited, no reduction in total biomass production would be
realized by attempting to control available light through
lake mixing.

12. RAdditional controle on nutrient inputs may have to be
‘:I.mplemented in order to bring peak biomass levels down to
mesotrophic levels. In this effort, further data and
analysis are required in order to assess the importance of
phosphorus loadings originating in combined sewer overflows,
which may not be adequately reflected 1n the calculations

outlined above.
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4.0 A MODEL FbR VERTICAL STRATIFICATION IN ONONDAGA LRKE

The previous chapter has relied primarily upon monitoring data
as a basis for analysis of Onondaga Lake water quality problems.
This chapter employs some of these data in the context of a modelling
study which illustrates some of the general parameter estimation,
sensitivity analysis, and error analysis techniques discussed in
Chapter 1. The focus of the study has been selected: (1) to be based
upon some of the key relationships observed among the water quality
variables in Chapter 3, and (2) to provide input to specific design
decisions which will have to be made by Onondaga County in the

near future, as discussed helow.

4.1 Objectives — The Outfall Design Issue

The dissolved oxygen standard for Class B {contact recreational)
waters in New York State is 4 mg/liter. This standaxd is often violated
in the epilimnion, as well as the hypolimnion of Onondaga Lake, and
compliance with this atandard is a primary water quality management
objective. In Chapter 3, an apparently increasing trend in dissolved
oxygen levels over the course of the monitoring period was noted.

This trend was shown to correlate with an apparently decreasing trend
in density stratification. The suggestion that density stratification
was partially controlling hypolimnic oxygen levels 1s consistent with
results of a modelling study by Bella 5, who has shown that hypolimnic

DO levels in stratified levels are generally most sensitive to vertical

d=-1




4.1 Objectives - The Outfall bDesign Issue (continued)

diffusion rates. These rates, in turn, depend upon density structure.

In Chapter 2, it was also estimated that future installation of
tertiary treatment facilities would result in a maximum reduction of
about 60% in the total oxygen demand loadings to the lake, including
both external and internal (photosynthetlc) sources., The response
of ambient DO levels to this reduction will depend upon the availability
of oxygen resources to satisfy this demand, i.e.,upon reaeration rates,
which, in turn, will be sensitive to density stratification through
its controlling influence on vertical mixing rates. This raises .
concern over the potential impacts of the plan to combine the Metro
STP effluent with the saline waste from Allied Chemical in order to
effect phosphorus remvai. Currently, the latter ls discharged to
Ninemile Creek, which affords about twice as much dilutien on the
average as will the Metro STP effluent. The plan will double the
average density difference between the saline stream and ambient
waters at the point of entry into the lake. By increasing the
tendency of the effluent to sink into the hypelimnion, the plan may
influence density stratification and vertical mixing rateg. This
tendency to sink could be reduced by discharging through a diffusing
system which would force immediate dilution of the effluent in the
ambient waters and thereby reduce the gravitational driving force for

a density current.

The proposed mathod of discharging the tertiary effluent from

22
the Metro STP 1s through a surface, shoreline ocutfall . Because of




4.1 Objectives - The Outfall Design Issue (continued)

the salinity of the Allied Chemical waste, the combined municipal/
industrial effluent is expected to have a chloride concentration in
excess of 7000 mg/l, compared with an average lake concentration of
1700 mg/l. Under all realistic temperature regimes, the effluent will
be much more dense than the ambient lake waters at the point of dis~
charge. The tendency of the effluent to sink into the hypolimmion
will depend upon the degree of initial dilution of the effluent in
the ambient waters in the vicinity of the outfall site, as well as
upon lake and discharge temperatures. The shoreline, surface outfall
design has groﬁ partially out of concern for the potential water
quality impacts of dlscharging a relatively dense eEfluentzz. EBconomie
conslderations have also been of importance, the shoreline discharge
alternative being undoubtedly the least expensgive onezz.

James Rooney of EPA Region 1126 has reviewed and criticized this
aspect of the Syracuse plan. In Rooney's discussion, reproduced below,
the environmental reasons for the proposed shoreline discharge are

cited and an opposing case fox an offshore outfall design is made:

"The IBP and reference material do not adequately substantiate
the deslrability of the proposed surface~-shoreline discharge. The
items raised in support of this disoharge method were as follows:

a) ‘'...to ensure distribution of the treatment plant effluent
in the epilimnetic waters of the lake,' and thereby provide
maximum mixing of the plume with ambient water and some degree
of blo-~degradation before sinking into the hypolimnion.

b) '...to prevent the accumulation of any organic material in
the hypolimnetic waters of the lake' and thereby preclude the
possibility that the productive spilimnetic volume of the lake
would decrease.




4.1 oObjectives - The Outfall Design Issue (continued)

¢) '...to prevent the tendency...to create a permanent stratifi-
cation within the lake,’®

The studies completed to date, however, are inconclusive with,
respect to tha water quality impact of the proposed discharge and do
not demonstrate the potential for any of the aforementioned responses.
On the contrary, it appears that the discharge alternative consisting
of a submerged outfall would probably be less detrimental to the lake
quality and aesthetics due to the following considerations:

a). A submerged discharge would lessen the severity of the
existing hypolimnetic conditions by the introduction of relatively
high DO waters (5 mg/l) into a reglon which is essentially devoid
of oxygen for approximately 7 months out of the year; the discharge,
if located in the general vicinity of the thermocline (9 -12 meters
depth}, would through proper design, also enhance the entrainment
of some hypolimnetic waters into the epilimnion; this could possibly
provide for a limited decomposition and subsequent reduction of the
residual organic load in the hypolimnion where mean BODs values are
on the order of 9.0 mg/l.

b). A submerged outfall will preclude the potential for future
aesthetio degradation which may present a considerable problem due
to the proposed introduotion of the Allied Chemical wastewater into
the municipal system; the plume visibility aspect and the related
possibility of nearshore discoloration were not discussed in any
of the reference material when evaluating the merits of surface-
shoreline discharge.

c). A submerged outfall will, by its very nature, provide greater
initial dilutions than a surface discharge cf comparable design;
thus, the area affected by the relatlively high concentrations of
the effluent parameters (pH, ammonia, chlorides, total dissolved
so0lids [TDS]}) will be minimized under the submerged discharge
alternative; in addition, the area most severely affected by the
potentially adverse concentrations of these constituents will be
located in the relatively unproductive waters of the hypolimmion.

d). The submerged discharge alternative will preclude the
posseibility of any accumilatlion of wastewater constituents along
the shallow regicn (3 feet depth) adjacent to the proposed plant (22)
gite; the effluent dispersion model adapted for the plume analysis
does not indicate that this may be a problem, however, the utili-
gation of this model is questionable In that (1) the model itself
and its application to non-thermal discharges is unverified, (2}
the model does not account for the limiting effects of impingement
and reduced entrainment of ambient waters due to the shallow nature
of the lake (5 3 feet) near the discharge point, and, (3) the model
evaluates the proposed discharge under quiescient conditions and
does not address potentially more critical conditions which may
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occur due to specific meteorologic and/or hydrologic conditions.

In summary, there is insufficient data available at the prescent
time concerning the lake hydrodynamics, in general, and circulation
pattexns in the vioilnity of the proposed shoreline discharge, in
particular, to permit adequate projections on the water quality res-
ponse from the surface discharge alternative, It is likely, however,
that due to the presence of the shoal area adjacent to the plant site,
the natural assimilative capacity and the potential for significant
entrainment of ambient waters into the proposed effluent plume will
be minimal) while the possibility for aesthetic damage will be maximized.
Based on these conclusions, it appears that a submerged (or surface)
discharge located further out in the lake would be the most practical
(and conservative) alternative for the enhancement of water quality in
the lake.”

In an Environmental Impact Statement on the project, the BPA‘”

discussed the advantages and disadvantages of discharging to the

epilimnion and to the hypolimnion of the lake. The greater avallability
of oxygen in the eurface waters was considered an important justifica-
tion for the surface discharge; however, it was congidered likely that
the dense effluent would sink into the hypolimnion before bio-oxidation
of the relatively inert organic matter in the discharge. Because of
uncertainty in the initial dilution rates and changes in lake and
discharge temperatures, the report concluded that is was "impossible to

predict how long the effluent would remain in the epilimnion".

The major disadvantage of the surface discharge was considered to
be the plume visgibility which would result from calecium carbonate
precipitation. | This reaction would occur when the excess calcium in
the effluent mixes with alkalinity in the ﬁmbient lake waters, Control
of effluent pH would limit this problem to some degree. The posslibility

was raised that a subsurface discharge could disturb the lake's bottom
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sediments, releasing nutrients, organic material, and mercury, although

this was largely unsubstantiated.

The EPE-? concluded that the major advantages of the surface outfall
were low ﬁonstntction and maintenance costs. 1t was estimated that
capital coste for a eunbsurface outfall would amount to an additional
one million dollars, The flexibility of the shoreline, surface discharge
alternative was also cited as an advantage. If problems {(probably
aesthetic) were to arise with the design, the cutfall could be extended

off-shore.

The outfall design problem has apparently been an issue of some
controversy. In this chapter, a model iz developed and applied for the
purpose of addressing aspects of this issue, The study does not address
the effects of specifia details of outfall design, but rather it is

concarned with general design specifications. The two major "decision

variables® studied are: (1) disaharge location (epilimnion or hypolimnion},

and (2) degree of initial dilution. The model is concerned with vertical
m.i.xin;; rates .'m the lake and formulates heat and mass balances on the
epilimnion and hypolimnion to simulate variations in lake temperatures
and chloride levels., It could serve as a hasis for future development
of a more general model for predicting non-conservative water quality
components. As noted above, this work also provides a context in which
to 1llustrate some of the parameter estimation, sensitivity analysis,

and efmr analysis techniques discussed in Chapter 1.
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4.2 Review of Lake Vertical Stratification Models

One~dimensional models for vertical density stratification in
lakes and reservoirs can be grouped into two general categories:
dlspersion models and mechanical energy balance models. In the
former, the vertical transport of heat is modelled as a combination
of diffusive, convective, and advective processes, based upon the
maés-transport equation. In the latter, the vertical mixing process
is governed by the relationship between wind-induced kinetic energy
in the surface layers and the buoyant potential energy deficit
resulting from density stratification. Of the two groups, the
former have generally seen more widespread application in lake and
resexrvoir modelling. The varilous discrepancies in the assumed
dominant mechanisms both within and between the two groups of models
reflect the fact that there is still some general disagreement as to

the relative importance of various vertical transport machanisms.

4.2.1 Mass Transport Models

Three major models of the first type have been developed by

8,11,13,14 30,31,32,33

s Cornell University . and

Watei Resources Engineers (WRE)42'24. Table 4.2-1 is a summary

people from MIT

of the dominant features of the models, as derived from an evalua-
tion by Parker et a1.25. The only mixing mechanism shared by all

three of these models is the convective (instantaneous) mixing




Essential Aspects of Deep Reservoir Temperature Models Evaluated by Parker
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4.2,1 Mass Transport Models (continued)

which occurs in regions of instability, as determined by the sign of
the density gradient. Sclutions to the governing partial differential
equations are achieved by finite difference techniques. All are
characterized by relatively high degrees of spatlal and temporal
resolution (on the order of 1 meter and 1 day, respectively), and

are accordingly relatively expensive to implement. The three models
differ primarily in the mechanisms responsible for the vertical trans-

port of heat during stably stratified periods.

In the Cornell and WRE models, diffusion (eddy or “effective",
regpectively) is the dominant transport mechanism. Application of
elther of these models requires specification of a number of
parameters required to compute the time- and depth-variable diffusion
coefficient as a function of some meas;ure of stabllity (the Richardson
pumher, in the case of tha Cornell model, or normalized density gradi-
ent in the case of the WRE model). Neither of these models has been
applied extensively enough :I.n order to establish the validity of
the functional forms or parameter values over a range _cf regservoirs.
Hence, the parameters must be viewed as empirical and maybneed o be

re-estimated for each new model application.

The MIT model, on the other hand, employs molecular diffusion
and advection as dominant vertical transport mechanisms during

atably stratified periods. Wind-induced mixing is ignored and mixing
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4.3.1 Mass Transport Models (continued)

due to an unstable density profile accounts for convection in the
epilimnion. One advantage of the MIT model is that_ it does not
require the specification of empirical parameters for calculation

of diffusion coefficients, since the molecular diffusion coefficient

is constant.

In comparing the three models, Parker et al.25 concluded that
the MIT model was preferable, based upon ease of application and
predictive capability. However, this conclusion may be blased,
since the predictive capahilit:l.es_of the three models were compared
using data from Fontana Reservolr, the same reservolr used as a
data source in the development of the MIT model. After correcting
some apparent coding errors in the WRE diffusion coefficient calcu-
lation scheme, Parker et al. found that the WRE predictions were
relatively insensitive to ap order of magnitude increase in the
effective diffusivity coefficient. Thus, the uncertainty in the
edd}; diffusivity parameters may not be a serious drawback to appli-
cation of this model. The primary drawback of the WEE model was
its ralative sensitivity to assumed depth increment over the range
tested (0.6 m - 2 m). The major disadvantages of the Cornell medel
were found to be: (a) its fallure to account for variable depth
versus surface area profile in the laJ:e'; {b) its lack of ability
to conslder ﬁdvect:l.ve flows through the reservoir (and the vertical

mixing attributed to them); and (c¢) an apparent over-sensitivity of
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4.2.1 Mass Transport Models (continued)

the calculated eddy diffusivity to wind velocities over the lake.

4.2.2 Mechanlical ‘Energy Belance Modals

The second major group of models characterizes vertical mixing
in a lake by considering the relationship between kinetic enerqy
Input at the surface due to wind shear stress and the change in
buoyant potential energy which occﬁra with mixing. The development
of density stratification is attributed to the differential absorp-
tion of thexrmal energy in the surfacs layer. The works of Turner

34'35, Kato and Phillipsla, and Stefan and Fbrd29 are repre-

et al.
sentative of this group of models. The first two are supported
primarily by data from laboratory experiments and achieve qualitative
agreement with the observed behavior of stratification patterns in
the ocean and lakes. Stefan and Ford's model has been daveloped

speclfically to simulate conditions 1p a lake.

The laboratory experiments conducted by Turner et al. and by
Kato and Phillips involved measuremants of the rate of entralnment
across the interface of two superimposed layers of fluid of slightly
different densities, Entrainment rates were studied as a function
of density gradient and rate of mechanical energy input to one or

both of the layers., The major difference between the series of




4.2.2 Mechanical Enerqgy Balance Models (continued)

experiments by Turner et al, and by Kato and Phillips was in the mode
of mixing employed. Turner used grid stirring in one or both layers,
while Kato and Phillips introduced kinetic energy by applying a

known horizontal stress to the surface ol;‘ the upper layer. The latter
method, according to the authors, is more representative of field
condltions (surface wind stress) and reduces the problem of having

to define the length and velocity scales of the turbulence induced

by grid stirring in oxrder to apply experimental results to field
conditions. Because of this problem, in some respects, it is diffi-

cult to relate the results of the two saries of experiments quantitively,

Both Turner et al. and Kato and Philljips utilized a model of the

following form to represent thelr data:

UE: n
“'l'
2 .
R ggdp - 9_(39/32-2'1 Z (4.2~2)
U, p 2p U,

where,

E = entrainment ratio (dimensionless)

UB = epntrainment rate (measured) - (4/t)

4-12




4.2.2 Mechanical Energy Balance Models (continued)

u, = surface friction velocity - (L/t)
p = density of surface layer - (m/l.a)
) 4p = denslty jump across interface -- (n:/lla)
2 = depth of surface layer - (&)
g = acceleration of gravity - (2/t2)
R = Richardson number (@imensionless)

n,k = empirical parameters {(dimensionless)

As discussed above, Kato and Phillips employed the surface friction
veloclty and depth of the mixed surface layer as surrougates for i:he
veloclity and length scales of the induced turbulence, respectively.
Turner, on the other hand, did not explicitly define these scales and
utllized stirring rates (cycles/time) as a surrogate for the velocity
scale. The unknown length scale and the proportionality constant
batween grid stirring rate and the time velocity scale are thus incor~
porated into the empirical parameter k ,Ito be estimated from the
experimental data. The slope, n , is, Ihowever. Independent of the
unknown scale factors and thus can be used as a partial basls for

comparing the two Bets of experimental results.

5

Turner et a1.3 found that the slope parameter, n , was approxi-

mately ~1 in the lower range of Richardson numbers investigated and
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4.2,2 Machanical Energy Balance Models (continned)

approached ~1.5 at higher Richardson numbers, where molecular dif-
fusion became important. The molecular diffusion effects were §e-
duced from observatioﬁs that, at high Richardson numbers, entrainment
rates were significantly lower when differences in salt concentration
were used to impose the density gradient, as coﬁpared to when témpera-
ture differences were used. This could be explained by the fact that
the molecular diffusivity of heat is on the order of one hundred times
that of salt, It is not possible to determine whether the divergence
between salt and heat transport is of consequence under field conditions
because of the scaling problem, i.e.,, the range of effective Richardson
numbers over which this phenomenon was observed may be higher than that

typically ohserved in natural systems,

The experimental results of Kato and Phillips are shown in
Pigure 4.2-1, In fitting their data, the authors constrained the

slope, n , to -1 and derived a k value of 2.5, stating that the

- latter is "uncertain to within about 30%%. The aunthors noted that

a least~aquares estimate of the slope would have been somewhat greater
than -1, The slope was constrained to illustrate the similarity of
the results to those of Turner et al. at low Richardson numbers and

to support the thecretical energy balance arguments discussed below.
In these experiments, no evidence was found of the -1.5 dependence

of E on R observed by Turner at high Richardson numbers. Because

of the scaling problem discussed ahove, it is uncertain whether this
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4,2.2 Mechanical Energy Balance Models (continued)

constitutes a dlscrepancy between tha two 'set'.s'of experimental resultas.

.

As pointed out by Kato and Phillips, a slope of -1 in the E
versus R relationshlp is evidence that the rate of change of potential
energy. in the system due to changes in the dansitf stratification pattern
is prbportional to the rate of kinetic energy dissipation in the
well-mixed surface layer. This 15 illustrated b':.v calculations outlined
in Figure 4.2-2, For a slope of -1, the rate of change of potential
energy in the system 13 k/2 times the rate of kinetic energy input
to the surface layer, Thus, the k value of 2.5 derived from the
results of Kato and Phillips indicates that the rate of potent‘.ial‘
energy increase in thelr system was 125¢ of the rate of kinetic enexrgy
dissipation. ({Their experimental system was adiabatic.} This apparent
problem was not discussed in their article, although the authors did
state that the k value was uncartain to within 30%, indicating that
the observed energy conversion efficiency was not significantly differ-
ent from 100%. However, this figure still seems higher than would be
acceptable 1f other kinetic energy sinks (primarily heat generated by
viscous damping) were taken into account, This suggests that the
velocity and/or length scales selected hy Kato and Phillips may not
have been accurate and thus that the k value may not be appropriate
for direct application in other systems, although the slope would be

independent of such errors.
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Figure 4.2-2
Mechanical Enexgetics of Entrainment

PE z
l Entrainment———>| p + Az
Initial State Pinal State
Buoyant Potential Energy Per Unit Area
PE, = gloy 2 Az + 2/2 ) + o, Bz-/2 ]
. . 2 H
PE, = glp (z+42) /21
Mass Balance :
p{ 2+ Az} = pEz + pHAz
Potential Energy Change With Mixing :
APE = PBf - PEi = ., 5qg¢g (pH - pE)bz
Entralnment Rate :
Ue e Az / At .
APE/At = S5 4qg2z (pH - pE) Az / A = S5 gz (pH - pg) Ue
Model : _
2
E = 0/0,=k/R = kU, p/lpy =pr) gz]

_ 3
APE/AE = 5k u, pE

Rate of Kinetic Energy Dissipation :

axe/st = o U

Mechanical Energy Conversion :
APE/At = L5 k AKE/At




4.2.2 Mechanical Energy Balance Models (continued)

Stefan and Pord have extended the above tm-.‘_l.ayeréd models to
a multi-layered one and have coupled the mechanical and thermal
energy balance equaticns to permit simulation of temperature dynamics
in dimictic lakes. PFigure 4.2-3 depicts the energy transformations
simulated by this model. All of thé mechanical energy input from the
wind is assumed to be converted to turbulence. The downward movement
of the lower edge of the mixed surface layer is simulated using a
mechanical energy balance criterion., At each time step, the model
evaluates the change in potential energy which would occur 1f the
next depth increment (of approximate thickness 0.25 m) below the
nixed surface layer were to be entrained, This is compared to the

rate of kinotic enerqgy dissipation in the surface layer, If the ratio

of kinetic energy input to potential energy change is greater than one,

entrainment occurs; if the ratio is less than one, the kinetic energy
is assumed to be dissipated as heat and no change in the depth of
the mixed layer occurs, The thermal energy fluxes are modelled

primarily using formulations suggested by bake and Harlemane.

The model achiaved general qualitative agreement with data from
Lake Calhoun and Halstead Pay, Lake Minnetonka, Minnesota. 1In the
simulation, heat energy and mechanical energy were input successively
at time steps of ‘a:l.ther one day or three hours {in accordance with the
avaflability of meteorclogic data). The authors noted that the

computed temperature pi'Ofi.les were rather sensitive to the time step
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4.2.2 Mechanical Energy Balance Models (continued)

employed, as well as the assumed radjation attenuation coefficlient.
The latter conclusion was also reached by Parker ¢t al. in their
evaluation of the MIT deep reservoir model, discussed in Section
4,2,1. Since the attenuaticn coefficient 13 a partial function of
algal density, Stefan and Ford suggested that this may be an important
means by which the biota may influence the temperature distributions
and vertical mixing rates in lakes and reserveoirs. Light-limited

algal populations would benefit from such effects.

4.2,3 Statistical Studies

A statistical study on vertical mixing data from several
morphologically-different lakes and oceanic areas in the northern
temperate zone was perforued by Blantons. The measure of mixing
rate employed was the mean rate of entrainment into the epilimnion,
as determined by the average rate of migration of the thermocline
during the stratified period. The study excluded periods of rapid
heating in the spring and convective mixing in the autumn, Entrain-~
ment was correlated with the mean stability across the thermocline,
as computed from the temperature profiles at the beginning and end
of the study pericd for each lake. The measure of stabjility employed
was the mean density gradient. Because the mean stability was cal-

culated using only data from the beginning and end of the stratified
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4.2.3 Statistical Studies {(continued)

pericd, the estimates may be somewhat biased. Stability tends to go
through a maximum during the stratified period, so'that estimates
of mean stability calculated from data at the ends could tend to be

too low,’

Blanten presented his data as a plot of stability versus entrain-

ment rate and summarized it with the following relatiomnship:

X = ay L (4.2-3)
a = 8.95 x 10/
b = =-0.521

r = -0.,84

where,
Y h AE entrainment rate (m/sec)
x = 4 4 _ mean stability (sec-zj
p Az

The statistical basis for the above relatlonship was not stated in
Blanton's article., In the above form, the dependent variable is
stability and the independent variable is entrainment rate. From

a cause-effect standpoint, it would seem more logical to reverse




4,2.3 statistical Studies {continued)

these roles. BAccordingly, Blanton's data have been replotted in
Figure 4.2-4 as entrainment rate versus stability on logarithmic
scale. The least squares relationship derived from linear regression

on log transformed data is:

Y = ay . (4.2-4)
a = 1,71 x 10”11

-1.63

=3
[}

r = -0.91

The correlaticn coefficient, ~0.91, is somewhat higher in absolute
value than that computed by Blanton, -~ 0.84, suggesting that Blanton

may have computed his coefficient on a linsar scale,

In relating entrainment rate to stabllity, equation (4) is
analogous to the relationship of E wversus R {equation (1)}, used
to represenﬁ the exparimental data of Kato and Phillips and of Turmerxr
et a1.34'35. The 95% confidence interval for the slope of the Y
versus X relationship is -1.63 t 0.34, somewhat higher in absoluta
value, but not significantly different from ths range of slopes in
the B versus R relationship obhserved im the laborato::y experiments,

~1.0 to ~1.5. ;
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Entraimment Rate Parameter

Flgure 4.2-4

Plot of Blanton's 6 Data on Entrainment Rate vs.
Stability for Temperate Lakes
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4.2.3 Statistical Studies {continued)

There are two factors which might have contributed to the
relative steepness of the slope in Blanton's data. Filrst, cne would
expect a negative correlation between wind velocities and mean
stability, Had the Richardson number been used as a measure of
atébility, the slope would have been flattened. Blanton noted that
it would have been praferable to have expressed stability in the
form oé a Richardson number. However, the necessary wind data were
not available. The second factor which might have contributed is
the possible blas in Blanton's estimate of mean stability. If one
assumes_that the peaking in stabflity during the stratified period
would tend to be more pronounced in lakes with higher stability,
elimination of this bias in the mean stability eatimate-unuld also
tend to flatten the slope. Even without these consilderations,
Blanton's data from a wide range of lakes and oceanic reglons are

not inconsistent with the experimantal results discussed previously.

Blanton also noted a strong correlation between entrainment
rate and mean depth (Figure 4.2-5}). Snodgrass28 summarized Blanton's

data with the following regression equation:

Yy = 8.65 x 10°° z 109 (4.2-5)

r = 0,887
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4.2.3 Statisgtical Studies {continued)

whara,

Y = K]:%E = entralnment rate (m/sec)

Z = 1lake mean depth (m)

Snodgrass, using a different set of lakes, also found that the
relationship between the vertical transport coefficient across the
thermocline, expressed as a diffusivity, and mean depth (Figure

4.2-6) could be summarized by :

1.12

Key = 0.00682 Z (4.2-6)

r = 0.924

where,

KTH = wertical transport coefficient (mz/day)

The apparent influence of mean depth on vertical transport rate,
expressed either as entrainment or as diffusivity, was explained
by Blanton with referance to the mechanical energy theory of Kato

and Phillips, Blanton's hypothesis was that deeper lakes have
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4.2.3 statistical Studies {(continued)

larger basins, greater available wind fetches, and, hence, greater
kinetic energy input rates per unit area. This explanation is

examined in more detall below.

In each set of data, the mixing rate variable ( ¥ or Rfﬂ )
had a range of three orders of magnitude. A similar range of kinetic
energy input rate per unit area would be neceassary in order for the
mechanical energy theory to account for this varilation. The rate
of kinetlc energy input varies as the cube of the surface friction
velocity (Figure 4.2-2). Friction velocity is proportional to wind
velocity to the 1.25th power, over a moderate range of wind velocities,
1-~15 m/sec44. Hence, kinetic energy input rate varies roughly as
the 3.75th power of wind velocity, and about a 6.3-fold range in
wind velocity would be required to explain the thousand-fold range

in mixing rate, This range may bhe reasonable, although specific

data on wind speed as a function of lake mean depth would be neceasary-

in order to substantiate Blanton‘s argument. One factor ignored by

‘Blanton is circulation induced by Coriolls forces, which would also

tend to be more important in larger 1akesls. This would serve as
an additional source of kinetic energy and would thus reduce the
6.3-fold variation in wind velocities requires in order for the
observed varlation in mixing rates to be explained by varlation in

kinetlc energy input rates.




4.2.3 Statistical Studles {(continued)

another factor which might contribute to the observed corre-
lation between mixing rate and depth is the apparent sena.’g.tivity of
temperature profiles to radiation extinction coeffilelents, noted in
modelling studies by Parker et al. and by Stefan and Poxd. In many
lakes, the rate of attenuation of radiatlon with depth is largely

0 40

a function of algal densityz . Vollenweider ~ has demonstrated the

negative correlation between lake trophic state and mean depth. These

facts suggest that lower algal densitles and lower extinction coeffil-

clents would be typical of lakes with greater mean depths., A lower
extinction coefficlent would permit a more even distribution of

radiation abhsorption witl:; depth, giving rise to a more uniform

temperature distribution and greater mixing rate. Thus, the apparent

correlation between mixing rate and mean depth may be explained, in

part, by blologlc, as wall as energetic effects.

4.3 Model Development

Essentlal aspects of the model which has been developed for
simulating vertical mixing in Onondaga Lake are summarized in
Pigures 4.3~1 and 4.3-2 and Tables 4.3=1 to 4.3-4., Figure 4.3-1
defines the system. The water, heat, and chloride fluxes corres~
ponding to the various streams in Pigure 4.3-1 are given in Table

4.3=1. "Forecing functions", which drive the model, are given in
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System Diagram for the Onondaga Lake Verfical Stratification Model
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Figure 4.3-2
Control Pathways in the cniondaga Lake Vertical Stratification Model

Equili=
brium

‘¥=iTize of
Year

e {reaction
of Possihld

Industrial

Sunshine

i

Currents

| Tributary

Poreing
Variable

.Varinble

Water

ot-¥




4-31

uolns\ﬁma T 30 &voedes jwey symsuntoa © Eupmsse - g

T~£°y 3TMbTT 298 * SUCTITUTIOD 136 I07 - ©

501, B0%, oy B0 . . €
e 361 6y Q) noTZ samaanapy | Te
AL, BTy §. -0 (o) - . e
A0, LT, g {Beq) uorrnz g avteoeton | 62
HUN‘H.H 2 Uhu‘ﬂ.—. ’ u-_.—.ﬂ 4 * (3o} - . 8z
LA, T Nty (Bed) wéowyoug BTG § (2
2,925 . 397 To 554504528515 #otza00 | o2
N T T A T ATliaSy vopavaodeng | 5p
0 A (reninte 0 ReTag azegans | 9z
‘0 TUTeETy 33,95, 9 0o vorasmess | ez
0 A T "% 0 up vopsanguas | zz
‘0 oS v, reeee T ‘0 vopaeTpva orasgdsone | 1z
0 A 0 coTavTTw wtos | oz
-0 L)) 35, uopsvandroezs | en
S LTS UL AL P05 ey Tt oL TS TT L N v ————— S
b A YWl - - S PP
o TR B %0-n *:*0-n oo odig . [t
& (%093 % -0 ‘pYol TwamRy . St
®n oo .—s, 0 . wo MU R . |9
L5, 9%:5Tn e 4T %45 T e {%973+5T0) s | eSvonra semyg 3vew perrre | o1
Qe ﬂ%.nm:mudﬂm«ema LITLLIRL S ML e o Lar B Bt 'n) | sl o ebrverrg -
Ca-0 "% T %% 0% | Saen % e (e Py By C0 "B et ®) | trax @ sbivera - M
5% 455y N ot = |o
$%afa tn S sotyer_erpeury| o
T T @8ty % tattwni®a| -olky o3 edregmerg « |e
Ca-n % Py (o7 T LTI Canwno| Ttz o2 strwgeerg - le
5% LN Tty amar . |e
¥20%n _ TZnTh % moTyut a1s answmi s
L% )Ty - TadiTe %y Ty Gwn'a| ollg o rvers L, |y
1T-1 Hle % {laar) %%y Tn (-t e | ~1res o3 stregam .
%™ L%, Tela amar - |z
% % T Acyur Kywyoaqrag | 1
(AT9/8) =17 wpraomD = Ty T g v a (ep/ %) mo13 = 75 ondioN ¥

EMTI SPTIOTHD pue ‘IuaH ‘avren

T-£°p OTTRL




4.3 Model Development {continued)

Table 4.3-2. “5y§tem functions", which depend upon values of the
state variables, are given in Table 4.3-3. Parameter identifications
and values are given in Table 4.3-4. Figure 4.3-2 summarizes the
important control pathways. Essential features ‘axe discussed in

detail below.

4.3.1 System Definition

The model represents the lake as two, completely-mixed compart-
ments of constant volume, cﬁorresponding roughly to the epilimnion
and the hypolimnion o::‘ the lake. Based upon the analysis of density
profile data in Chapter 3, the boundary hetween the two compartments
has bean set at the average thermocline depth of 9 meters. Because
of thermocline migration with season, the compartments' do not exactly
corraespond to the epilimnion and hypol:l.mnion; It was hoped that this
highly-aggregated representation of the lake would be adequate for
analysais of the outfall design ilssue, the primary emphasis of which
is on potential impacts of the design upon general mixing in the lake.
The test of the adequacy of this represeritation is in its ability to

simulate observed temperature and chloride variations with time.

A total of four state variables are integrated in the model:
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4.3.1 system Definition {centinued)

T., = epilimnion temperature (°C)
C_, = epilimnion chloride (g/m3)
T = hypolimnion temperature (°C)

C, = hypolimpion chloride (g/m3)

Density, an important factor governing the mixing process, is computed

as a function of temperature and chloride levels according to the

following equations:

D = 1+ blxc + bzx + b3c {4.3-1)

2
X = 1l6 = 21ha£T + T (4.3=2)
'I'm = 4 - 0,2118 {4.3-3)

where,

D = water density (9/cm3)
(s Y
X = function of T ( C)
T = temperature {_OC)
C = chloride concentration (g/m3}

Tﬁax = temperature of maximum density (oc)
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4.3.1 Syatem Definition (cont'inued)

§ = palinity = total dissolved solids (kg/m’)

b, = - regression parameter estimate = 7,87 x 10-11

b, = regression parameter estimate = ~6.78 x :I.O-'6

b, = regression parameter estimate = 1.70 X 10”8

The parameter estimates bl ' b2 , and l:v3 have been derived from
a linear reqressiﬁn analysis of data on density as a function of
temperature and salinity given in williams®? ( R? = 0.999 )*. The
linear model [equation (1)) is designed so that D is maximum at
T=T . The relationship between Thax and S [equation (3)]
ig also derived from data in Williams. ‘The relationship between
salinity and chloride concentration is typical of Onondaga Lake
waters, according to the Onondaga Lake Studyzs. Density differences
in the fourth or fifth decimal place can be impbrtant in the model
calculations. In order to minimize possible effects of round-off
errors, actual computations are done usiné the following linear

transformation commonly employed in oceanographic work433

D* = 1000 (D - 1) _ (4.3~-5)

*SEE = 5,4 x 102, D<T <25, 0<5 < 10




4.3.1 systen Definition (continued)

As shown 1in Figure 4.3-1, inflows to the lake have been
aggregated into four sources: Aallied Chemical (streams 14 and 15):
Ninemile Creek (stream 9); Metro STP (stream 5); and "Tributary"
flows (stream l). The latter represents the sum of Onondaga Creek,
Ley Creek, Harbor Brook, Bleoody Brook, and local drainage. Stream 14
from Allied Chemical represents the waste bed overflow to Ninemile
Creek, which contains most of the salinity entering the lake. When
the new sewage treatment plant is put into operation, stream 14
will be diverted and mixed with stream 5. Streams 16 and 17 repre-
sent cooling water withdrawals from the hypolimnion and epilimnicn,
respectively. Stream 15 is primarily waste heat from Allied Chemical.
This is discharged in streams 13 ("West FPlume") and 18 ("East Plume"}

to Ninemile Creek and to the lake epilimnion, respectively.

The nodes agsgoclated with each inlet stream in Figure 4.3-~1
represent entrance mixing zones, in which the entering streams (1,
5, 9) are mixed with diluent epilimnion waters (2, 6, 10). The
mixtures subsequently enter the epilimnion (3, 7, 1l1) or the hypo-
limnion (4, 8, 12}, according to whather their densities are less
or greater than the estimated dens:l.ty. at the thermocline, according

to functions described in Section 4.3.3.

The lake surface streams (19 -25) consist of precipitation (19)

and five thermal energy fluxes, which depend upon meteorologlo
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4,3.1 System Definition (continued)

conditions and upan lake surface temperature. Most of the functional
forms and parametex values for the latter have been taken from
Harleman and Markofskyll.

Streams 27 - 32 represent three basic types of internal exchanges
between the epilimnion and hypolimnion. Bulk, density-dependent,
turbulent transport is represented by streams -27 and 28. Mechanisms
involved include eddy diffusivity, selches, and thermocline erosion.
Streams 29 and 30 represent molecular diffusion across the thermocline.
These are generally on a much small scale than 27 and 28, but have been
distinquished because of their density-independence. The last pair
of streams, 31 and 32, represent advective flows, which are required
in order to satisfy constant volume constraints placed upon the

hypolimnion. PFinally stream 26 represents lake outflow, determined

by the epllimnic water balance.

4.3.2 Porcing Functions

Forcing functions are defined as factors yhich influenca, but
are not influenced by the lake system. The functions in Table 4.3-2
constitute the boundary conditions which drive the system and are
comprised chiefly of hydrologic, meteorologic, and industrial variables.

Al) of these variables have been estimated on mohthly-average time
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‘Table 4.3-2

Forcing Function Definitions

Function Value Unite Ref
Ul Tribntm:g Inflow a mz/day c
Uz Metro STP Inflow a m:/day c
03 Ninemile Creek Inflow . a m /day c
84 Fraction of Allied Chem Intake from Epilimnion b - S
Us Temperature Rise Through AC Power Plant 20 degrees ¢ 7
U, Allied Waste Bed Overflow Chloride' Load 1.70x1099/day 7,21
U, AC East/West Plume Chloride Load 1.23x10%g/day 21
Ug Precipitation a m/day 38
l.l9 Solar Radiation b KKCal/mEday b
Ulo Cloud Cover a - 3B
Ull Alr Temperatura a degrees C 38
l.l:’_2 Fraction of Possible Sunshine a - 38
013 Wind Velocity a m/sec k1]
U.M Saturation Vapor Pressure at Air Temperature b mm Hg b
015 Relative Humidity b - b
U].G Dew Point a degrees C 38
Ul? Atmospheric Pressure a mm Hg k1:}
U].B Equilibrium*@ater Temperature b degrges C b
Usg Air Density b g/cm b
U5 Tributary Temperature b degrees C b
Uzl Metro STP Temperature b degrees C b
U22 Ninemile Creek Terpperature b deg;ees C b
U,, Tributary Chlorides b g/ﬂl3 b
U,, Metro STP Chlorides b g/m3 b
Uyg Ninemile Creek Chlorides b g/m b
a - input on a monthly-average basis

b ~ defined bealow

Q
i

calculated from hydrologic budget developed in Chapter 3
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Table 4.3-2 (continued)}

Punction Evaluation Ref,
|U4 Dates . UI Dates U‘ Dates Ul :
0]_./9*1/68 06/2‘_9/71 0 06/%5/73 0 Y
08/06/69 ©* 10/14/71. 01/21/74
.78 78 v -78
12/2|3/69 07/2l5/72 * 06/.5’3/74 0
03/10/70 10/24/72 0. 01/01/75
¢ . . .78
l.l9 Ug =1,70 + 1.21 cos@ + 2.82 U12 + .985 "12 cosB ‘48
0= 27{t-172) /365
t = day of year
[linear regression analysis of monthly-average solar radiation
and sunshine data from East Lansing, Mich.; Cleveland, Ohio;
Ithaca, N.Y.; Boston, Ma.; Portland, Me..{N = 283, R = ,985,
SEE = ., 260)}
014 Uld = exp[ 20.59 - 5199./(011+ 273.1})] 10
2}
1115 U15 = [(112 - .1 "11 + UlGJ/(112 + .9 Ull” 19
'U].B solution of following transcendental energy balance equation : 39
(.211-!-.043013) (U g~} - Uy
+ 2.59x10 (1075-.97013) {1+.224U13) [P(Ule)-ﬂlspu.l]_]_)] = 0
Pwi) = -axp[20.59 - 5199/(Ui + 273.1)1 10
019 019 = .00129[273.1/(011-1-273.1)l [(017 - .378015014}/7601 10
N R2 SEE
1020 U20 = 6,14 + 4.19 cos@ + .33 "lB,O 91 ,914 1.91
Uzl 021 = 11.8 + 2.77 cogd + .23 “13.1 91 .815 2,09
U2z Y22 = Yo - N -
l.lz3 ln(023) = 6,601 -~ ,621 ln(Ul/BG400) 115 .434 .48
sy 1n(U,,) = 5.989 + .140 ln(U,/86400) 127 .003 .41
Uas Uz5 = Usa - - -
[regression analysis of survey datal 21
U.I.B i° equilibrium temperature, lag i months
1)
@ = 2r1 (t-220)/365 ;: t = day of year
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4.3.2 Forcing Functions (continued)

scales for the period of interest (1968-74). They are plotted against

Tributary flows U1 P 02 . and U3 are derived from the
hydrologic balance developed in Chapter 3. Tributary temperatures,

s and D , are estimated based upon regression models

Y20 ¢ U2 22
which compute temperature from day-of-year and equilibrium temperature.
The latter, U13 . 18 defined as the water temperature which is in
equilibrium with ambient meteorologic conditions. It is computed
according to a formulation suggested by Ve1z3g. The temperature
regression models for stream 1 and the Metro STP have been estimated
based upon data from the O'Brien and Gers surveyszl. Chloride levels
for these streams, U23 and 024 , are computed as functions of
flow, using regression models also developed from O'Brien and Gere's
data. MHinemine Creek temperatures and chloride levels upstream of
the Allied Chemical discharges are assumed to bs equal to those of

stream 1.

A 20°C temperature rise through the Allied Chemical power plant
has been assumed, based upon analysis of survey data21 and personal
communications with the Allied Chemfcal engineering staff’. The
chloride fluxes from the solvay plant, U6 and Ug » have also been

estimated from survey datazl on Ninemile Creek and East Flume, respec-

tively. The waste bed overflow component, U& + has been calculated
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4.3.2 PForcing Functions {continued)

£from the _Ninem:l.le' Creek flow and chlor:l@a concentration data, with
adjustment for upstream chloride levels. Both the magnitude and
the temporal stability of this £lux have been verified by soda ash

production data provided by Allied Cl':em:l.cal-".

IJ4 ¢ the fraction of the Allied Chemical cooling water taken
from the epilimnion, has been estimated as a function of time from
information provided by CIOugh7. The cooling water intake is roughly
regulated to minimize pumping and chlorine demand costs. Hypolimnic
waters are cooler, have more heat capacity, and therefore require
somewhat less flow to dispose of a given quantity of heat., Allied
chlorinates the cooling water to oxidize hydrogen sulfide and minimize
corrosion damage to its equipment. HNormally, the plant uses hypolimnic
waters exclusively. When hydrogen sulfide levels become excessive,

an epilimnton intake is opened, to reduce chlorine demand costs.

The remaining forcing functions in Table 4.3~2 are meteoroclogic
variab!.ea, some of which are computed as funct:l.ons of others. Solar
radiation measurements (Ug) were not available for Syracuse, so
U.S. Weather Service dataas from stations at roughly the same latitude
were employed to estimate a regression model for radiation as a function
of time-of-:,;ear and percent of possible sunshine. The saturation vapor

pressure of air (IJM) , relative humidity (u15} . and air density

(Ulg} are all computed from other reported meteorologlc var.i.al_)lea.
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4.3.2 Forcing Functions {(continued)

according to the functions given in Table 4.3-2.

4.3,3 system Punctions

System functions depend upon the values of the state variables,
and comprise the primary relationships within the model. They are

defined and described in Table 4.3~-3.

The first three functlions represent the fractions of the
inflowing waters which sink into the hypolimnion due to density
differences. Az described above, each stream enters the lake and
is initially diluted with epilimnic waters. The density of the
diluted stream is compared with tha density of the lake at the.
thermocline, e}st:l.mated as the average of the computed epilimnion
and hypolim:l.ot; densities. If the influent stream density is lass
than the interface density, it is assumed to stay in the epilimnion
and thae corresponding function value is set to zero., If the influent
density is greater, a certain fraction of the flow is assumed to sink
into the hypolimnion. The exponential functions employed to compute
this fraction are merely used to smooth the transition from zero to
the respective maximum values, azo ¢ 8y 0 and 8yp ° This is‘
done to prevent instability in the numerical integration scheme.

The value of a is sufficiently small that the transition occurs

19




Table 4.3-3

Bystem Function Definitions

Function Units
Fl Praction of Tributary Flow Entering Hypolimnion -
Fz Fraction of Metro STP Flow Entering Hypolimnion -
F3 Fraction of Ninemile Creek Flow Entering Hypolinnion -
I-‘a Allied Chemical Total Cocoling Wator Flow m3/day
Fs Average Inlet Temperature in AC Cooling Water degrees C
FG Evaporation Driving Force ‘ mm Hg
F7 Partial Preassure of Water at Surface Temperature mm Hg
FB Hypolimnic Flow Surplus m;/day
Fg Advective Flow |[Epilimnion + Hypolimnion] m /day
Flo Advective Flow |Hypolimnion + Epilimnion] ma/da.y
F,, Vertical Exchange Rate m/day
Flz Richardson Number -
F, 5 Friction Velocity m/sec
5‘1 4 Ice Cover Function -

q=-32




Table 4.3-3 {continued)
Function Ref
P, =0 , Dy s D = (Dgt D)/2.
= 8y9 eXPla) o/ (0 = D)) = Ay, ., Dy > Dy
1z, =o. , D, 5D
= 8y eXpla;g/(Dy = D)1 = a,) , Dy > D,
F, =0. » D), D
= 8y expla) o/ (Dy - D),)1= a,, ¢ D)y > Dy
P, = a,, +a_,.P 7
a 24 ¥ 35F5
Pg = U, T, + (1= U, T,
Fe = Fy = Uyg Uyy 11
F, = exp(20.59 - 519‘3/‘('1'E + 273.1)] lo
Fg = Q% Q@+ Qs ~ Ye [Hypolimnic Water Balance]
F. = O. F, 2 0.
9 = « Fg
= - Fy ) Fg < O.
F,.= F , F. > Q.
10, o8 , Fg < 0.
85 ]
Fip = 86400 a), Fiy/IF) 7+ {o)0/8)g)) ¢ Fp > 0 18
= 86400 a , F, P, %0,
2
. - 18
Fiz2 = 9:8 a,, (Dy = DI/(F, 5 D)
_ 1.25 .5
Fia =.0224 0,37 F, (U4/Dp) 4,44
Fq = 1. y Ty 2 0.
=a,, + {1l - 323) exp(3 'I'El = a23 , T < 0,
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4.3.3 System Punctions {continued)

rapidly., PExamination of the lake and tributary density data revealed
that the major tr:l.buf.éry stream {1) and tha Metro STP stream (5) were
always less dense than the epilimnic waters, due to 1::he salinity of
the latter. Thus, under past and present conditions, these streams
would not be expecoted to sink, and the correspbnding parameter values
a0 and ay have been set to zerc. Likewlee, in these cages,
initial dilution would be of no consequence, so the corresponding
dilution ratios a, and a, have also been set to Zero. Survey
data indicated that Ninemile Creek was considerably more dense than
the epilimnion and the hypolimnion of the lake during most seasons.
Accordingly, the density current phenomenonh would be important in

this case. Estimation of the parameters for this stream will be

discussed in a subsequent section.

The rate of cooling water withdrawal by Allied Chemical, F, .
is assumed to be a weak function of the average inlet temperature,

F The linear relationship has been estimated from monthly~average

5 -
flow data provided by Allied (:‘.1'11'=~l:n:i.t.'.iﬁ|1.7 and corresponding lake tempera-
ture datazl. Flows decrease with decreasing inlst temparature

because of increased heat disposal capacity per unit of flow.

Bvaporation from the water surface is governed in part by FG .
the evaporation driving force, which depends upon F‘.7 ¢ the partial

pressure of water vapor at the lake surface temperature and upon the




4.3.3 System Functions {continued)

partial pressure of water vapor in the air, computed from air

temperature and relative humidity.

The hypolimnic flow surplus, PB . 18 required to compute the
advective flows to and from the hypolimnion, Fg and Flo , Tes=
pectively. These are necessary to satisfy the constant volume

constraint placed upon the hypolimnion.

The primary vertical exchange function in the model is Fll ’
which 15 computed from the Richaxdson number ( Flz’ and the friction
veloclity (5‘13) . This functional form was suggested in part by the
experimental work of Kato and Phillips, as discussed in Seotion 4.2.2.
Their model essentially couples the vertical mixing process with the
mechanical energy balance of the lake. The Richardson numﬁer. Flz P
is defined as the ratio of the buoyant potential energy deficit in
the system due to density stratifjcation to the rate of kinetic energy
diasipation due to wind action. The friction velocity, F13 s 1s
computed from wind speed (013) « alxr density “"19) » surface water
density (DB) , and the ice cover functiaon (Fid’ » using functions
given by Banks4 and Wuqd. The ice cover function, P14 . describes
the effect of ice cover upon wind-induced mixing. _when the. computed
surface temperaturxe 1ls greater than zero, P14 1s set to one. For
surface temperatures less than zero, Fl 4 rapildly approaches a minimum

value, a,, » Again, the exponential function has been employed only
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4.3.3 System Functions (continued)

as a means of smoothing transitions and preventing instabilities in the
nunerical integration. The southern portion of Onondaga Lake generally

remains free of ice cover, due ta the discharge of heated effluents
23

" in this area“". This is the reason for the non~zero value of a,, -

With the exception of the second term in the denominatar, 514/a16,
the functional form for the exchange rate, Fll » corresponds exactly
to the model employed by Kata and Phillips (see Figure 4,2-1). The
added term effectively places an upper limit on the vertical mixing
rate as the Richardson number approaches Zero. This is necessary to
prevent numerical instability in the calculations. The upper limit,
determined by 26 * is sufficiently high to achieve essentially com=-

Plete vertical mixing.

4.3.4 Parameter Values

The values and bases for the various parameter estimates are given
in Table 4.3-4. Some of the parameters are associated with processes
or relationships which are general and have defined in other modelling
or experimental studies. Valuesa for these have been taken directly
from the literature (as-all, alB) « Other parameters relate
specifically to thls particular lake or to thils model. Some of these

have been defined by measurements or data which are independent of the
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Table 4.3-4

1 ) Parameter Definitions and Values
Parameter . Value Units Ref ;
a, Initial Dilution Ratio - Tributaries 0. -
a, n " " = Metro STP 0. -
ay " " * = Ninemile Creek 0. -
a8, Praction of Allied Cooling Water * 0.273 - 23,7
: Discharged to West Flume
ag Burface Mass Transfer Parameter . 0.204 sec/(day-mmHg) b
ac Conductien Parameter 0.2?9_9 mmHg 2 4 11
a, Back-Radiation Parameter 1.136x10 ~ KKCal/m=9K -day 11
ag Atmospherio Radjation Parametér 1.064x10—14ma1/m3°1(6-—day 11
ag " " » 0.17 - 11
Ao Heat of Vaporization at 0% 596, Keal /Kg 11
a,, Effect of Temperature on Heat of Vap. -0.54 Kcal/Kg=°C 11
a5 Vertical Heat Exchange via Molec. .Dif. 2.?4::10:: m/day c
a13 Vertical Chl. Exchange via Molec. Dif. 2.74xl0 m/day o

(" a4 Vertical Exchange Parametar 0.770 - b
315 " " " 1.001 - b
46 " " " 0.020 - a
a,, Thermocline Depth 9.0 m _ 21
_am feat Capacity of Water 1.0 Kcal/s’l(g-—ac 10
ag Pensity Current Parameter 0.0000L g/cm a
a5 Max., Density Cur. Praction ~ Tributaries 0.0. - a
a21 " " " " = Matro STP 0.0 - a
3y, " " » - « Ninemile Ck. 0.267 - b
a.23 Ice Cover Parameter 0.46 - d
a,, Mllied Cooling Water Flow at 0% 2.47x10° n°/day e
a,. Effect of Inlet Temp., on AC CH Flow 8.21x10° n’/day-°c e
a - assumed value.
b - estimated emplrically.
¢ - estimated from molecular diffusivities of heat and sodium chloride,

assuming a thermocline thickness of 4 meters <3

d - estimated from observed ice cover.23; corresponds to a 90% reduction
in wind-induced mixing under 1ce cover.

( " € - based upon analysis of flow data suppy:’ed by c1ough7 and lake tempera-
ture data supplied by Onondaga County :
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4.3.4 Paramater Values (continued)

model (e.q. Bgr 8150 B4 Q190 85a Ay, 325’ +« In soma cases,
model calculations are insensitive to particular parameter values, and
reasonable values have been assumed (al v 850 Ay A100 B39+ 54
azl) .« The remaining four parameters are lake- or model-specific, have
important effects on the model calculations, and cannot be estimated
accurately based upon independent evidence. These parameters { LY 8y,
a5 azz) have been estimated by fitting model simulaticns to observed
temperature and chloride data, using Bard's algorithms for parameter
estimation in nonlinear dynamic systems, Demonstration and evaluation

of the utility of these algorithms in ecosystem modelling is a primary
emphasis of the work described in this chapter. The specifics of the

parameter estimation exercises will be described in Section 4.5.

4.4 Implementation

A Portran IV program has been written to perform the calculations
specified by the model. The structure of the program is sumharized in
Pigqure 4;4—1. The roles and sizes of each of the 17 subroutines are
given in Table 4.4-1. Programming and computations have been done on

an 1IBM 370-168.

The system of equations is integrated numerically using a fourth-
order, Runge-Kutta procedure with variable step size, contained in
the IBﬁ Scientific Subroutine PackagEIQ. This subroutine (RKGS)
avtomatically adjusts Integration step size for control of integration

errors. The criterion used for step size adjustment 1s:




Table 4.4-1"
Model Subroutines
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Number of ,

Name Function Statements Reference
MAIN initializes and controls program execution 129
BOXES computes compartment surface areas and volumes 27

-from morphometric data
SETUP reads observed temperature and chloride data from 232

disc file and computes spatial averages

13 .

CAV computes weighting factors for spatial averaging 28

of profile data
RKGS controls fourth-order Runge-Kutta numerical -115 16

integration
DERIV controls time-derivative computations 34
OUTP called after each Runge-Kutta step; traces calcu- 12

lations if specified
FFURC updates forcing function vector 180
POP updates parameter vector for sensitivity testing 28
DERY computes derivatives of state variables for given 91

parameter wvector
INLET distributes inflows and computes‘water balances a1
RESLT prints, plots, stores and analyzes output at 287

specified times and at end of program execution
RESAN analyzes and plots residuals 156
HIST ©prints histograms 54
PLT prints line plots 75
TALLY summarizes residual statistics 37 16
DENSY functien te compute density from temperature and 6

chloride concentration
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BOXES

()
s
i DERIV ™~

Fiqure 4.4 - 1
*
Schematic of Model Subroutines

* subroutines are called from left to right and top to bottom




4.4 Implemantation (continued)

43
- L 1) _ {2} . _ _
8= g5 Lw vy -yl < Spa = 0-004. (4.4-1)
where'
w, = weighting factor for state variable i,

1i=1,4" (& W, = 1.0)
Yi = gtate varilable value one time step ahead

Yy = state variable value two time steps ahead

If the parameter § 1s greater than 0.004, step size is halved and

the computations are ‘repeated. A reasonable value for amx was

selected by trial-and~error. The weighting factors, w, « are
approximately inversely proportional to the annual ranges of the respective
state varlables, so that each variable contributes equally to the ‘t.otal

integration error. A maximum step size of 0.025 years (9.13 days) has

been specified.

The Runge-Kutta method requires evaluation of the derivative vector
four times per each integration step. It can be relatively expensive
compared to second-order, predictor-corrector mel:hods'la. The advantages
of the former are that it is self-starting and relatively stable. The
accuracy of this method 1s particularly important to successful imple-
mentation of the parameter estimation algorithms, as described in the
next section, Adjustment of step size according to the above procedure

can save conaslderable computation time. With the above error bound
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4.4 Implementation {(continued)

parameters, step size varies between about 4.5 days, during relatively
stable periocds, to less than 0.5 days, during unstable pefiods {e.q.,
overturn}. The yearly-average step size is about 3 days. Exclusive
of loading, the program consumes approximately 1.7 CPU saconds per
year of simulation on the IBM 370-168 for integration of one set of

state variable equations.

The program permits sensitivity testing by integrating more than
one eet of state variable equations simultaneously. One additional
set 1s added for each parameter or forcing function sensitivity being
evaluated. For each set of state equations added, the value of the
corresponding parameter is increased by a given percent (typically 3%).
This permits calculations of sensitivity coefficlents via finite~
differences as functions of time. The sensitivity coefficlents are
esgentially normalized first derxivatives of the state variables with

regpect to the parameter values,

A linear intsrpolation scheme has been employed to input the
values of time—variabié foreing functions. As noted in Section 4.3.2,
these functions have been defined on monthly-average time scales.

Step changes in these variables would introcduce instabilities in the
numerical integration routine. Accordingly, transitions from one
month to the next have been smoothed by adding a linear ssgment
extending from the average value for a given month to that of the
next in a time interval of one-half a month. Thus, the first quarxter

of each month is the last part of a linear segment extending from the




4,4 Implementation {(continued)

previous month's average to the current month’s average, the middle
half is constant at the aﬁarage value, and the laat quarter is the

first part of a linear segment extending to the next month's average.

4.5  Parameter Eshimation

A total of four parameters have been estimated by implementing
Bard's algorithma for parameter estimation in nonlinear dynamic
syatem32 + The general parameter estimation problem has been outlined

in Chapter 1. Sections 4.5.1 and 4,5.2 discuss some of the specific

- options and alterations which have been impiemented in this Ppplication.

Section 4.5.3 describes the data base employed for parameter estimation
purposes. Results are presented and interpreted in Section 4.5.4 and

4.5.5, respectively. Finally, the residuals are analyzed in 4,5.6.

4.5.1 Metheds

As discussed in Chapter 1, the basic problem is to f£ind a set-of
parameter values which maximizes an objective function computed from
the residuals, subject to constraints imposed by the modal equations.
As also noted in that chapter, the general problem can also include
the affects of prior distributions of parameter estimates on the
objective function, as well as constraints on parameter values. In
this particular application, these additional options have not been
exexcised. The parameter sclutions obtained are sufficiently far

from any implied constraints (e.g.,positivity) that such constraints
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4.5.1 Methods {continued)

are of no consequence to the solution. It was not found necessary to
include constraints in order to guide convergence. Accordingly, the
only conatraints actually imposed are those dictated by the model

equations.

The particular objective function employed depends upon the
assumed form of the covariance matrix of residuals. As distributed,

a total of six optlons are avallable in the Bard program:

a1 1 “known
agg';: 1 x known to within a multiplicative constant
non gona unknown

The most general form of the covariance matrix (non-diagonal x unknown)

has been assumed. The corresponding form for the -constant portion of the

maximum likelihood objective functien is :

B, A
$ = -3 n[del:(?)l (4.5-1)
n
a I e (4.5~2)

85 T ey im m
where,

¢ = abjective function

n = number aof observations .
é = moment matrix of residuals
aij = element of matrix A; 1,3 =1,k

o, = residual for variable i and observation m;
1i=1k, m=al,n

k = number of observed variables = 4
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4.5.1 Methods {continued)

The Bard program provides two optional algorithms for gulding the
convergence of an initially-assumed paramater vector to the optimal
value: the Gauss-Newton methodl and the Davidon-Fletcher-Powell methodg .
'I"ha former has been implemented here, based upon preliminary comparisons
of the effectiveness of these algorithms on test systems4l and upon

recommendations in the Pard program manual 3.

In order to guide the convergence of the parameter vector to the
solution, an estimate of the derivative of the objective function with
respact to each of the parameter values 1s required. This is computed
within the Bard program from the derivatives of the state variables with
respact to the parameters. As distributed, the Bard program is designed
for use with analytic derivatives, i.e.:sensitivity equations. The
discontinuities assocliated with the excessive number of conditiconal
statements in the model render analytic differentiation impractical in
this application. Accordingly, substantial modifications have been
made in parts of the Bard program to permit derivative computation via

finite-difference methods. For maximum efficiency, a finite-difference
scheme should select parameter perturbatlion sizes which balance truncation
error (increasing with increasing step size) against round-off error
(decreasing with increasing step size}. An algorithm suggested by Bard 3
has been employed to achieve this, This finite difference scheme enhances

the flexibility of the model and the parameter estimation algorithms by

facilitating coding changes made in model development and implementation.
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4,5.1 Methods (continued)

Parts of the Bard program have also baen modified in order to
facilitate estimation of the 95% confidence regions for the parameter
estimates. The oconfidence region is defined as that portion of parameter

space which satisfies the following criterion:
] (g")- ] (il L {4.5-3)

where,

¢ (8) = objective function value for parameter

vector o
9 (6% = objective function value for parameter
vactor 8* = solutilon
£ = indifference interval

The region is estimated based upon a quadratic approximation of the
response surface in the vicinity of the solution. A Taylor aéries

expanslon around the solution glves:

(8% + 80) = 4 (8%) + g*T 60 + 3 80" H¥ 80 (4.5-4)




4.5.1 Methods (continued)

vhere,
%8 = g - o
_q*'r = transpase of vector of first partial derivatives

of the objective function with respect to the
parameters at the solution

H* = matrix of second partial derivatives of the
- objective function with respect to the parameters

at the soluticn

At the solution, the first derivatives are near zero:

T =« o (4.5-5)

Thus r

86" H* 88 (4.5-6)

Vg = H*"1 (4.5~7)

=57




4.5,1 Methods (continued)

Thus, £xom equations {6) and (7), the indifference region is given by:

A = % oT v.”t g6 (4.5-8)

Bard3 has also shown that, for normally-~distributed errors and if the
estimate of V, is assumed correct, the quantity | ﬂr :2'-1 88 | is
distributed as xz with 2 { = number of parameters) degrees of
freedom. Thus, according to equations (3) and (B), the size of the

indifference interval is given by:

1 T, -1 |
|Mi=5|gg_gg ) = = £% (4.5-9)

This definition of the e-difference region is essentially eguivalent
to a likelihood ratio test applied to the log-likelihood function,
012 « In order to translate this Ilnto a statement about actual
parameter values, a principal component analysis of the parameter
covariance matrix is first employed. The analysis, contained in the
original form of Bard's program, computes linear functions of the

parameter values which are independent of each other:
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4.5.1 Methods {continued)

3
p, = jfa byy 68, . i= 1,Iz (4.5-10)

When defined in terms of &9 « the expected value of each principal
cnmpbnem: is 0., and the standard deviation is °j . Expressed in terms

of the principal components, the e-difference region is given bys
eV e 2 X : {(4.5-11)

The advantage of this representation is that the off-diagonal
elements of v;]' are zero, because the principal components are
independent of sach other. MAccordingly, equation {(11) can be

evaluated as:

2
I =5 < X (4.5-12)
=1 ,,f

The end points of each principal axis p 3 are glven by setting

Py = 0 for 1¢ 3§ and solving pj in equation (10):
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4.5.1 Methods {continued)

2 2 2 :
o X" o (4.5~13)
pj = % xoj J=1,¢2 (4.5-14)

For each principal component, the end points are determined in terms
of the original © coordinates by inverting and solving equation {(10)

for Gﬁj in terms of pj .

4.5.2 Implementation

Parameter estimation subroutines are listed and described in

Table 4.5~1, Figure 4.5-1 depicts the calling sequences for the
various subroutines in the program version designed for parameter
estimation purposes. Substantial modifications to the Bard subroutine
DER have been made to permit: (1) use of Runge-Kutta integration;
{2) derivative (sensitivity coefficient) ca’lculaf:l.on by finite- |
difference methods; {(3) output of the residual sums of squares for
each observed variable after each evaluation of the objective func-
tion, Likewise, modifications to the Bard subroutine QUT, \called

after the solution has been reached, have been made to permit:




Table 4.5 ~ 1
Parameter Estilmation Subroutines
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Number of
Name  Function Statements Reference
MAIN  initializes and controls program axecution;creates 123
intexrface between model and Bard subroutines
NIMAX controls parameter convergence via Gauss-Newton 222 2
- method
MAF maps values of objective functlon for specified 20
. parameter values
ACCUM computes value of objective function for given 175 2
parameter vector '
EIG computes scaled eligenvalues and eigenvectors of a a2 2
given matrix
a
BOUND computes constraint penalty functions and their 6 2
derivatives
: a
PRIOR computes effect of prior distribution of parameters 3 2
on objective function
. b
DER controls integration of model equations between 140 2"
spacified time limits; computes derivativas of state
variables with respect to parameters
RUN sets initial conditions, if unknowm ’ 3
XTOY relates state varlables and their parameteric 11
derivatives to observed variables
our provides detalled output after solution has bheen 184 2b
reached; analyzes response surface in vicinity of
solution
MINV  inverts & matrix as 16
16

SIMQ ©solves a set of simultaneous equations for end points 52

of principal component axes of parameter estimates

a ~ not of consequence in this applicatiocn
b - original subroutine substantially modified; see text.
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e

‘liilll" Figure 4.5 = 1
Schematic of Model and Parameter
e Estimation Subroutines "

* Subroutines are called from left to right and top to bottom
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4.5.2 Implementation (continued)

(1) computation of residual and parameter correlation matrices;
(2} computation of residual serial correlation coefficlents; (3}
:l.mpleinentat.ion of a multivariate test for significant bias in the
residuals; {4) estimation of the 95% confidence region for the
parameter vector. In addition, the subroutine MAP has been added
to permit direct sampling of the response surface for a given set
of pa;:ameter values., Any modifications of the Bard subroutines
have been designed for general application, i.e., they are not

specific for use with this particular model.

4.5.3 Lake bData

Temperature and chloride profile data from the O'Brien and Gere
surveysn' A have served as a bhasis for parameter estimates, From
April, 1968 through December, 1974, a total of 136 complete profiles
at 3-meter depth increments were available. These data have been
spatially aggragated to provide epilimnion~ and hypelimnion-average
values for each sampling date. Within each level, averaging has been
done by integrating concentration times surface area with respect to
depth {using the trapezoidal rule}, and dividing the result by total
compartment (epilimnion or hypolimmion) volume, Accordingly, the
weighting factors applied to each seven-membered profile vector

{0=-18 meters) to compute the epilimnic average (0 -9 meters) are:
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Temperature and Chloride Data Used for Parameter Estimation
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4.5.3 Lake Data (continued)

0.210, 0.351, 0.305, 0.134, 0., 0., and 0. The corresponding set of
welghts for the computation of the hypolimnic average {9 - 18 meters)
are: 0., 0., 0., 0.210, 0.364, 0.286, and 0.140. The data are listed
in Table 4.5-2. In eatimating the parameters, the firat observation
has been employed as an initial condition, leaving a total of 135

ohservations as a basis for parameter estimation.

4.5.4 Results

Initial estimates of the parameters are reqﬁired in ordsr to
start the formal parametér astimation routine. Independent evidence
suggested values for each of the four parameters. a5, and a15
represent the intercept and slope of the exchange rate function,

P 1! and correspond to the intercept and slope on the plot of Kato

1
and Fhillips's experimental data on exchange rate versus Richardson
Number (Figure 4.2-1). The data of Katoc and Phillips suggested that
values of 2.5 and 1.6 would be appropriate for 314 and a5 ¢
respectivelﬁ.' Because of the logarithmic nature of this relatlon-
ship, the logarithm of a,4 was actually estimated. This effectively
increased the linearity of the response surface in the reglon of the
solution, a desirable aspact from the point of view of estimating the
parameter covarilance matrix, The surface heat and mass transfer

parameter, ag is specified as 0.18 by Harleman and Harkofakyll.




4.5.4 Rasults (continued)

'I;h:l.a paramster is multiplied by wind speed to compute the transfer
coefficient for evaporatian and conduction. It has been included
as an unknown here partially because of uncertainty as to the
adequacy of wind speed data measured at Hancock Airport as‘represen-
tative of conditions over the lake, Thus, the final éstimate for
this parameter may include a correction factor for average wind
speed, as well as any deviations of the actual parameter from the

suggested value.

Initial simulations indicated that a value of 1.0 for parameter
Ay, ¢ the maximum fraction of Ninemile Creck flow entering the
hypolimnion, resulted in consistent over-prediction of mid-summer
hypolimnic temperatures, even 1f the turbulent exchange parameter,
a,4 ¢ was set to zero. The over-prediction became more severe with
increasing values of the initial dilution ratio, ay . This suggested
that, despite its relative density, all of Hinemile Creek does not
flow into the hypelimnion. Apparently, much of it is dispersed in
the epilimnion before it has a chance to sink. If the fraction
entering the hypolimmion is assumed to be zero, the chloride gradients
are consistently under-predicted. Thus, it has been assumed that some
portion of the flow enters the hypolimnion without initial dilution.

The value for parameter a,, has accordingly been assumed to lie in

the range of zero to one,
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4.5.4 EResults {continued)

The results of the final parameter estimation run are given in
Table 4.5-3, Principal characteristics of temperature and chloride
residuals obt_ained from this run .are summarized in Table 4.5-4. The
initial parameter gquesses employed in this case correspond to a
solution previously obtained with parameter a6 equal to 0.0l.

This parameter determines the maximum rate of mixing under un_stable
(negative density gradient) conditions. -Examination of residuals
from this fit suggested that a higher maximum rate would be desirable.
With soma testing it was found that a doubling of e would enhance
the rate without appreciably affecting the stability of the calcula-

tions. Accordingly, a; was set to 0.02 and the parameter estimation

16
routine was re~-started at the solution ohtained for 86 = 0.01. As
shown in Table 4,5~2, the intercept and élope parameters, a,, and

a15 ¢ were reduced somewhat, but the best estimates of the other two
parameters changed only slightly. Convergence to the solution was '

achleved with 7 iteral;iona {derivative evaluations) and 16 objective
function evaluations, or a total of 16 + 4 ¥ 7 or 44 equivalent func-
tion evaluations. This consumed a total of 8.15 minutes of CPU time

on the IBM 370-168, The performance of the algorithm will be discussed

in greater detail in Section 4.7,

Strictly speaking, it cannot be guaranteed that the solution
nbl:a:l.n_ed above is a global one, be.cauaa of the ilnherent nature of the

nonlinear: estimation problem. Generally, the robustness of the solution
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Table 4.5~.3

Parameter Estimates and Confidence Reglons Based .upon All Data

b Paramster Objective
a4 a s 839 ag Function

Bﬂtl-matel -0.2617 1,0012 0.2668 0.2062 ~1542.65 = 6*
Standard Daviation 0.2872 0.0367 0.0132 0.0095 ’
Correlation Matyix

84 1.0

_315 0.909 * 1.0

L7 0.249‘ 0.144 1,0

L 0.224 0.205 ~0,108 1.0 .

Standard
Principal Component Coafficients Deviation
0, ’ 2.36 18,10, 17.42 24.80 1.458
e, ‘ ~0.12 0.62 -59.61 72.43 1.053
Py ~0,59 ~7.58 53.43 72.36 0.872
94 -2,49 18,09 6.71 2.92 0.066
c «4

End Points of Principal Axas .. oj -
pl a -y 01 -1.135 0.892 0,255 0.196 -3,23
pl B ) 9 0.612 1.111 0.278 0,216 -5.04
p, = =x 0, -0.230  0.999 0.295 0.165 -4,75
Py = +X 9, ’ -0,293 1.004 0.238 0.227 ~-2,76
Py = =X 9y -0.131" 1.029 0.246 0.189 -5.34
93 o $Y 03 -0,352 0.974 0.2080 0.224 -3,27
Py ==X 9%, -0,220 0.996 0.267 0.206 ~4.45
94 =+ g, =0, 303 1.006 0.267 0.206 -4,25

b -natural logarithm transform

¢ correrpond to approximate bounds of 95% confidence reglon (see eq, 4,5-13 ko 15)

X= "leis with 4 degrees of freedom = 3.08

d sampled ohjective function valua at and point of principal axis -
valos at solutlon ; expected value, based upon quadratic approximation
of response surface (equation 4,5-6 ),=+4,75 =ax? /2.0

05
6 Total of 135 profiles between April, 1968 and Dacember, 1974
£ initial guesses : .5096, 1.091, .2632, .2110) Oo o ~1552,17
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Table 4.5-4
Characteriatica of Temperature and Chloride Reaiduals

.

Variable Te Ty g Cq
Units Oc % q/ma g/ms
Mean 0.280 0.269 ~33.5 -15.0
Standard Errox® 1.676 1,873 198.9 185.)
8erial Correlation| 0.453 0.603 0,511 0.517
Coafficlant

Correlation Matrix

TE 1.0

T, 0.370 1.0

Cp ’ -0.103 0.070 1.0 :

Cy 0.076 0.132 0,461 1.0
oss? 0.788 x 10 | 0.260 x 10?7 {0.994 x 20 |o.102 x 1o°‘
Rss® 0.377 x 10° | 0.470 x 10 |o0.530 x 167 |o0.460 x 207
e 4 0.952 0.819 0.467 0.549

.

N .5
a -~ Standard Error = {Residual Sum of Squares/ 134]0

b~ 0SS = tghoorved sum of aquares of deviations from means.

¢ = R B 8 = Regidual sum of sgquares of deviations from gero.

2

d~-R =]l~(R8B /088"
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4.5.4 Results (continued)

would be tested by starting the estimation routine at a varlety of
different initial parameter values and testing whether they all ‘
converge to the same point. However, . the dimension of the parameter
vector and the cost of execution renders this approach impractical
in this application. The adequacy of the solution 1s indicated
first by the apparent feasibility of the parameter estimates, compared
to the expected values and ranges discussed above. Secondly, the
parameters are all relatively well-defined, with coefficients of
variation ranging from 0.036 to 0.287, or corresponding t values
ranging from 27.3 to 3.5*. This indicates that this maximum of the
objective function is a relatively distinct region in parameter-
gpace. Using the mapping option added to the Bard pragram, the
objective function has been evaluated at the end points of the
principal component axes. These evaluations (Table 4.5-3) indicate
that the respunse surface isa fai.rly' well-behaved in the vicinity of
the solution, since the computed values of the objective function
at the end pointe are not greatly different from those estimated
based upon a quadratic approximatj:on of the response surface
{equation 4.5-8), which predicts that the seolution should be 4.75,
as compared with computed values ranging from 3,23 to S5.34. This

indicates that response of the function to changes in the parameter

v a was estimated on a loyg scale; the standard deviation of the
logarithm of a;, .approximately equals the coefficient of variation
of the parameter on a linear secale.




4.5.4 Results (continued}

values near the solution is not highly non-linear. The solution is
not a "peak" in the objective function, but rather a high point on
a ridge, bhecause of the high correlation between parameters a,

and {r = 0,989},

s

As discussed in Chapter 1, parameter stability is a desirable
property of a valid model. 1In order to develop further evidence
for the verification of the model, the stability of the parameter
estimates has been examined by dividing the d§ta set into six groups
and estimating Optipal parameters for each group separately. The
six groups correspond to years, with the exoeption that‘data for
1970 and 1971 have been combined, because only nine observations
were available for the latter, " To ease parameter estimatlon diffi-
culties and reduce costs, only two of the four parameters have bsen
estimated for each group: as and Ay, The remaining two, a5
and ag . have been constrained to the values obtained above. As
will bhe discussed in the next secticn, the value of 315 has a
theoretical basis and conforms to the value derived by Kato and
Phillips. It isg also highly-correlated with 84+ 9 corresonds
roughly to the value suggested by Harleman and Harkofskyll. As will
be ehown, this parameter is not as critical to analysis of the
outfall design issue as are the other parameters, because it does
not strongly influence vertical exchange rates. The other two

parameters are more empirical and do not have extefnal bases for
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4.5.4 Results (continued)

their wvalues. Accordingly, these have served as fool for parameter

stability studies.

Tsampling error in the covariliance matrix of the residvals can ‘
become important as sample size is reduced. In oxder to minimize
such effects and permit a focus on parameter varlations alone, the
covariance matrix of the residuals for the individual data groups
has been assumed to be equal to that obtained from all the data
combined (Table 4.5-4). 1In this case, the constant portion of the

log~likelihood objective function employed in the Bard program is:

: ot W (4.5-16)
a v -
1=1 4= 43 74

©
]
'

N

where,

a is defined in ecuation 4.5-2

13

[v]-]' = glement of inverse of specified covarlance
ij
matrix

This amounta to weighted least squares, with known weights determined

from the inverse of the specified covariance matrix.
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4.5.4 Results {continued)

The assumed initial conditions for each period have been determined
by the last observation in the previous period, with the exception of
the 1968 and 1972 groups, in which cases the first observations in the
respective years have served as initial conditions. The soluticn
obtained for all years together has also been used as a starting point
for the parameter vector in the estimation routine. Rasults of the
analysis are given in Table 4.5-5. Approximate 95% confidence regions

for the parameter estimates are illustrated in Figure 4.5-2.

Optimization of the parameter estimates for the individual years
hag increased the objective functions by valuves ranging from 0,59 for
1973 to 6.50 for 1968. Based upon the test discussed in Section 4.5.1,
the e~indifference region for the cbjective function which defines
the parameter confidence region is approximately given by x2/2 » for
normally-distributed errors. For two parameters, the 95% conflidence
region is thus defined by A0 = 3,0 , 1f the estimate of ‘.’B is
assumed correct. Observed increases in the objective functions for
the individual years were all less than this value, with the exception
of 1968. Thus, for five out of six groups, the optima)l parameters

were not significantly different from the best overall eatimates.

1968 was the only year in which the simulations were begun in
April, after the onset of stratification. It i5 peossible that the

differences in the optimal parameter estimates for that year could
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Table 4.5-5

Best Parameter Estimates for Individual Years

Years 1968 1369 1970-71 1972 1973 1974

N 20 33 20 17 17 17

¢, al-41.75 -47.83 -69,42 -41.19 ~-29.06 -33.93
- b| =35.25 —46.93 -68.42 =39.17 =-28.47 -32.05
b~ %o c| +6.50 * +0.90 +1.00 +2.02 +0.59 +1.88
Parameters d| & 8 o1 09 0, 9y 0 Oy 9 Qa & 0z

Mean =-0.690 0.299|=-0.341 0.235] -0.269 0,242|-0.414 . 0,298|-0.206 0.266{-0.140 _0.242

Standard Dev. | 0.237 0.030f 0.093 0.023] 0.064 0.020] ¢.110 0.032] 0.077 0.038| 0.103 0.039
End Points of Principal Axes®

=1.181 0.231]=0.559 0.18} -0.33% 0.264]-0.677 0.220|-0.270 0.297!-0,257 0.287
-0.099 0.368]-0.123 0.250 -0,199 0.221]-0.150 0.376}-0.140 0.235{-0.021 0.197
-0.433 0.273]|-0.278 0,220 -0.408 0.199]-0.360 0.283]|-0.383 0.180}~0.363 0.156
-0.847 0.325]|-0.404 0.251} -0.130 0.286|-0.465 0.313|-0.028 0,351] 0.082 0.327

a- 00 = objective function value at starting point = best estimate for all years [91 = -0.262,92= 0.267}
b - ¢, = objective function value at solution for given year

¢ - * indicates that &, -~ ¢ is significantly different from O at the 95% confidence level if
normally-distributed errors are assumed

d- 91 = 1n { al‘l}' 92 = 3,0 8 = 1.0012, ag = 0.2062

e - corresponds to approximate hounds of 95 % confidence region for parameter estimates, assuming
normally-distributed errors
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4=-76

4.5.4 Results {continued}

be attributed to the initial conditions. Errors in the initial
conditions at this point could have profound effects on model
.s:l.mulat:l.ons for the entire stratification period. Soma of the
seasonal bhiases in model performance, discussed in Section 4.5.6,
could also be involved. In addition, the sensitivity patterns to
paraneter and foreing function values appear to be different in

1969 than in other years, as will be discussed in Section 4.6.1.

4,5.5 Interpretation of Parameter Estimates

Estimates of the parameters dealing with the vertical exchange
function, F].l s can be interpreted from a mechanical emergy balance
point of view. The basis of the mixing model is the relationship
between kinetic energy input at the surface due to wind shear stress
and the increase in buoyant potential energy due to mixing. From
the definition of the surface friction velocity4, energy input to

the lake is given by29=

3
= Dg Fy5 Ag (4.5-17)




4.5.5 Interpretation of Parameter Estimates (continued)

where, -

Py = surface friotion velocity (m/sec)
(see Table 4.3-3)

For vertical exchange at a rate P between the hypolimnion and the

11
epilimnion, the rate of change of buoyant potential energy is given

" by:
dPE _ =
where,
2

g = acceleration of gravity = 9.8 m/sec

6ZG = dlfference In center of gravity between
the epilimnion and hypolimnion = 8.5 meters#

In units of meters per second, the exchange rate function at moderate

to high Richardson Numbers 1s given by¥*:

* pDetermined from lake surface area versus depth plot (Chapter 3).

#* The second term in the denominator of the exchange rate function
in Table 4.3-3 is negligible during stratified pericds.
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(-- ! 4.5.5 Interpretation of Parameter Estimates {continued)
a P
_ 14 13
Pll = ——-—315 | {4.5-19}
Fi2

g a. (D, -D_) :
Richardson Number = il H B {(4.5-20)

2
Dp Fi3

3
n

12

Substituting in the appropriate parameter values, and assuming

315 = 1.0012 = 1:

3
0.086 D_ F
F s ——mm B 13 {(4.5=21)
11 g (Dy = Dg)
Combining with equation (18):
a PE 3
—é-E- = 0,73 DB F13 AH {4.5-22)

This result can he compared with the expression for the rate of kinetic

energy input [equation (17)]:
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4.5.5 Interpretation of Parameter Estimates {continued)

o |
=7
Al
o
L]
=Y
~J
=7

S KE _ {4.5-23)

Thus, the parameter estimates indicate that 47% of the kinetic energy
supplied to the system by the wind is used to increase the potential
energy of the system by mixing the hypolimnic and epilimnic waters.

The remainder is presumably dissipated as heat of friction.

Implicit in the estimate of a14 and, therefore, in the estimate
of 47% conversion, 1s a correction factor for average wind speed over
the lake relative to average wind speed at Hancock Airport. Thus,
while the model calculations for this lake are not sensitive to any
differences in average wind speeds, use of the same parameter values
in modelling other lakes may not be appropriate, unless adequate
adjustements are made. The estimate of the slope, a5+ is indepen-
dent of such errors and would be expected to be more generally

applicable.

The formulation employed by Kato and Phillips to represant their
experimental data has been shown to be useful in modelling the mixing
. process in a real lake. The best estimate of the slope, g v is
essentially the same as that employed by Kato and Phillips. The value

of 1 gives rise to the mechanical energy balance arguments presented
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4.5.5 Interpretation of Parameter Estimates {(continued)

above. The intercepts, a,, ¢ are appreciably different (0.77 versus

2.5). &s discussed in Seétion 4.2, Kato and Phillips's value of 2.5

indicates that the rate of change of potential energy in their system
was 125% of the rate of kinetic energy input. It was suggested that
this could be attributed to possible errors in their kinetic enefgy
input rates. The same general type of problem may exist in thils case,
with the possible errors in average wind speed discussed above. One
important difference between the two applications is that Kato and
Phillips applied the model to represent entralnment (i.e., one-way
transfer from the bottom to the top layer, resulting in a moving
interface), whereas the function has been applied here to represent
two-way exchange between the bottom and top layers with a fixed inter-
face. Apparent differences in the a4 parameter estimates derlved

from the two studies might also he attributed to this factor.
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4,.5.6 Analysls of Residuals

Essentlal properties of the residvals are summarized in Table 4.5-6.
Comparisens of model predictions have been made with observations of
températuxe, chloride, and density for the epilimnion, hypolimnion,
hand vertical gradient (hypolimnicn-epilimnion}. Time series plots of
obsexvations and prediction are displayed in Figures 4.5-3 to 4.5-5.
Residuals are plotted against time in Fiqures 4.5-6 to 4.5-8. Observa-
tions are plotted agalnst predictions in Flgure 4.5-9. Histograms and
normal probability plots are depicted in Pigures 4,5-10 and 4.5-11,

_reapectively.

t+-tests (line b, Table 4.5=-6) indlcate atatistiaally—siqnificant
bias in the model predictions for six out of the nine components.
However, the blas 1s generally small compared to the size of the
reslduals, since less than six percent of the total residual variance
" can be attributed to deviations of the mean from zero (line d). Effec~
tive st range from 0.26, for chlorlde gradient, to 0.95 for surface
_ temperature {line e). Both the Durbin-Watson statistics (line £) and
* the non-parametric runs tests (line g) imdicate significant auto-correla-
tion in the time series of residuals in all cases. This serial corre-
. lation 1s also evident in residual time series plots (Pigures 4.5-6 to

4,5-8;,

The Kelmogorov-Smirnov test has been applied to test for normality.
If the calculated residual means and standard devlatlons are employed

in the test, non~normality is indicated at the 95% confidence level



Table 4.5-6
Results of Residuals Analysis

Variable
Te B Tk % S 9% % by

Obsexrved Variable  Mean 13,25 9.03 -d4.2t | 1448, 1811. 364. | 1.39 2.68 1.0
‘ Standard Dev. 7.64 4.3% 4.3 | am. .215, 232, | L.o0 o0.%2 0.8
Estimated Varisble Mean | 12.97 B.75 -4.23 | 1481. 1796, 315, | 1.42  2.62  1.20
Standard Dew, 8.21 5.30 4.67 | 2%4. 260. 202. | 1.09 0.49 0.95

Reaidual Mean 0.28 0,29 0.01 -313, 16. 49. |=-0,03. 0.0& 0.10
Standard Dev, al 1.65 1.84 1,99 | 195. 184, 193. | 0.43 0.35 0.47
T=test for Pias b| 1.97* 1.83* 0.06 {-1.98% 0.9 2.95¢| 0.87 2,08 2.37*
Standard Error el 1.67 1.7 1.5 | 196. 165. 199. | 0.43 0.36 0.48
(Mear/ Std. Error)? . 4| .c28  .024 <.001 | .028 .007 .060 | ,006  .031  .0D40.

R . e] .55 .82 .79 .47 .55 .26 | .e2 .53 .69
Durhin-Watsen Statistic £ 1.07« o0.78¢ 0.83¢| 0.96¢ 0.97¢ 1.09+| 1.10¢ O.B4¢ 0.99e
Buns "Pest Paramater g|=5.430 =6.47% -6.28%] =4,744 <4,16% -4.46%|-4.79% =4.27% =g.25¢
Probinormality) h{| .B55 349 L045%1 .46) 657 387 | 446 +Al 502

- Prob{normality) i] .104 ,013* .o4)*| .o16* 160  ,p19¢| .107  .c0l* 057
Yearly F Statistie 3].3.68* 1.66 1.72 | 5.29¢ 4.78* 4.48v| 4.98% S5.55¢- 5,240
Variance Praction k{ 46 072 .074 | .99  .183  .174 {.189  .206  .197

Seasonal F. Statistic 1§ 8.87* 1).48* 13.32* 2,940 3.24* 5.11«| 2.72* 1.35 5.0.3'
Variance Fraction m| .30 .92 .es0 { 174 .189  .269 | .163 .083 268

a = Standard Deviation arcund wean,

b - t » mean/standard error of mean ; degrees of freedom = 135.

<© = Standard Error around gero = sguare root of mean squared residual,
d = fraction of residusl variance attributed to bias.

&~ R =1 « (Besfdual Sum of Squares)/{Chserved Sum of Squares of Deviations arcund Mean),
f ~ antocorrelation present in time serdes at tho 95% level if @ <d = 1.59 (raf. L7)

g = huns tast parameter = (ocbserved mumber of runs =~ expected mmbher)/standard deviation of expected number;

distributed aa M{0,1.) (ref, :2),
h = ¥olmogorov-Smirnov Teat, Azguming mean and standard deviation given in lines 5 and 6

J = Analysis of Variance Statistic for Yearly Stratificaricn ; degrees of frwedom = 6,138,

{ref. 1aYy
i = ¥olmogourov-Smirnov Test, sssuming mean = 0., standayd deviation = standard error { line 8) (ref. 12)

k = Praction of total residual variance explained by yearly groupings = between-group sun of squares/

total sum of squares.
1 - Analysis of Variance Statistic for Ssasonal Stratification; degrees of freedom = 9,135.

m = PFraction of total residuoal variance explained by saasocnal g:_oupi.nqs = between=greup sum of oquares/

total syn of squares.
* = pull Rypothesis rejected at the 95% canfidence level.
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. Figure 4.5-3
Observed(*) and Estimated(-) Temperatures Versus Time
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FPigure 4.5~4
Obs_erved(*) and Estimated(~) Chlorides Versys Time
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-Figure 4.5-5
Observed (%) and Estimated(~) Densities'Versus Time
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Figure 4.5-6
Temparature Reslduals Versus Time -
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" Figure 4.5-7
"Chipride Residuals Versus Time

——

uﬂkaﬁ'sct 3a. }."“’g‘.ﬁ‘“ 2.0

~a8.50

: 7'“ A B AR M7 M DO 5 M 2

*33.00 0.00 X
cwedrioe = Fertimaga =

~£0.00 _ ~kD 80

a5
23

- {l&?ti

2R

[ I 1a
e SLERIST

)

»i0

woo  eo.om,

LY

49,00

caCRIce - dTroLTERION

1970 1971 1 1973 13

-

HESICURLS

""" 0| 1459 il 1 S KV AR 2T MY A T

68 | 1o69 | 3970 1 je71 1 972 | "yavs

1974 .




Pigure 4,.5-8 .
Density Rea:l.duals Versus Time
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 Plgure 4,5-9

Obeervations Verses Predictions
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Pigure 4,5-10

Histograms of Residuals
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Figure 4,5-11 .
Nermal Probablility Plots of Rasiduals .
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4.5.6 Analysin of Residuals (continued)

only in the case of temperature gradient (line h). I:I:f the residuals
are assumed to have means of zero and standard deviations corresponding
to the computed standard errors in line ¢, the hypothésis of normality
is rejected in cases of flve éut of the nine variablas (line 1). It
should be noted that, since the mean and standard deviation have been
calculated directly from the sample, the power of the Kilmogorov-Smirnov
test to detect non-normality ls somewhat hindered. As a result, the .
computed probabilitles of normality are blased upwards. Histograms
(Figure 4.5-10) and normal probability plots (Figure 4.5-11)} support
the conclusion that the temperature gradlent residuals are the least
normal of any of the variables examined., Thelr distribution appears to
be skewed toward positive values. This could be a consequence of the
approximate lower limit of zero in this variable, since observed
hypolimnion temperatures rarely exceed those of the epilimnion. BSome
of the probability plots tend to curve downwards at the low tails and
uowards at the high tails, indicating a tendency for the tails to be

lighter than normal, or for the distributions to be on the uniform

side of normal.

The residuals have alsc been examined for seasonal and yearly
.patt.erns. A total of ten seasonal groups have been formed by
aggregating at increments of 0.1 years, ‘Por each' type of grouping,
an analysis of variance has been done to detern:lne‘ the statistical
signficance of variations of the means of the residuals between groups.

The confidence levels for the statistics computed from these analyses




4,5.6 Analysis of Rasiduals (continued)

are only approximate because of the serial correlation within the
groups. These analyses have been done oh.teﬂy to charactgrize gene:.;al
features of the residual patterns. It ghould also be noted that the
yearly and seasonal groupings are not cumplgl:ely independent of each
other, since sampling strategy shifted in the later years of t;.he

lake survey. During that perxiod, sampling'crews ware apparently

less eagexr to venture out onte the lake ice, so that cold-season
samples are relatively scarce in the later years (Table 4.5-2), Hence,

apparent yearly effects may be partially seasonal effects and vice-versa,

Seasonal- and yearly-mean residuals for each variable are p].ottgd
in Figures 4.5-12 and 4.5-13, respectively. F gtatlstics in theael
filgures and in Table 4.5-6 indicate significant variations between
yearly groups in seven out of the nine variables and between seasonal
groups in eight out of the nine variables. The varlance fractions
indicate that a maximum of 20% of the residual variance {(in the case
of DH ) can be attributed to year-to-year variations, while up to 50%

can be attr:l.buted to seasonal variations { 'I'H » TH - 'I'E ).

Generally, ceasonal effects on temperature residuals appear to

 be the strongest of the relationships examined and alsoc appear to be

quite periodic. Time series plots of temperature residuals support

this (Figure 4.5~ 6), Epilimnion temperature ls generally over~predicted
o

by about 2%c during the cold seascns and under-predicted by about 1°C

during the warm seasons., Periodicity in the hypolimnion and gradient

4-93




Pigure 4.5-12

Mgan Residuals Versus Time of Year
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Mean Resjduals Versus Year
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4.5.6 Analyslis of Residuals (continued)

reaiﬁuals may reflect the observed periodicity in the epilimnion
residuals, with an apparent lag time of about '0.3 years., BAs will be
shown, t_he epilimnion temperatures are sensitlve only to ag, the surface
mass transfer parameter, and not sensiﬁve to any of the other estimated
parameters dealing with exchange between the hypolimnion and epilimnion.
Average epilimnic temperatures are. .f.t.;:ed by the overa-ll hegt balance

on the lake.

The perlodicity in the epilimnion temperature residuals can ba
attributed to two, faci:ors. Pirst, during cold seasons, a minimum
temperature of 0°C has been arbiltrarily specified for the epilimnion,
In actual fact, ohserveﬁ temperatures rarely go below 29C, eve;a under
ice cover. It is apparent that if this minimum temperature were
specified at 2°9C instead of 0°C, much of the periodicity in the
residuals would be removed, Secondly, the function employed for
calculation of solar ;:ad:l.at:ion (Ug in Table 4.3-2) may have been
inadequate. This functlon includes only a single cosine curve.

A recent article hy '1:'h<:mip.e:c:~|136 out:limlas a general method for estimating
solar radiation from sky cover for locations in the Unitgd States. In
this scheme, the function uaed to compute clear—-sky radiation lnvolves
five periodic componants, Comparisoné of the predictions of the two
methods using Syracuse mateorologic data indicate that the method
employed in the model tends to under-predict radiati;:n in cold seasons
and to over—-predict it in warm seasons. hAn examination of the residuals

obtained in estimating U (see Table 4.3-2) has revealed similar

9
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4.5.6 Analysis of Residuals (continued)

patterns, despite a high R2 of 0.970. Thus, some of the seasonal
periodicity in the temperature residuals may hava been due to improper
specification of the boundary conditions. Despite these problems,

the model explains 95% of the variance in the epilimnion temperature
data. The apparent decreasing trend in the yearly-average epilimnion
temperature residuals (Figure 4.5~15) may be Gue to decreasing sampling
frequencies during cold seasons, as discussed above. Because of these
problems, the estimate of the surface ﬁass transfer coefficient, ag

may be somewhat biased.

Yearly effects on epilimnic chlorida residuals appear to be
substantial (Figure 4.5-13). Again, the surface coﬁditions are not
very sensitive to the mixing mechanisms or parameter values. In fact,
average surface chloride concentrations are essentially fixed by the
hydrologic and salt-influx boundary conditions, due to mass balance
constraints. Thus, variations in the mean yearly surface chloride
residuals can be attributed to errors in specifications of the

hydrology or salt loadings.

Pattarns in the density residuals reflect those in the temperature
and chloride residuals. An under-prediotion of the density gradient
1s_evident during cold seasons (Figure 4.5-12), particularly during
the seasons 0.7 and 0.8. While some of this may be due to the
tenmperature problems discussed above, model errors could also be

involved. One aspect of the model which could be important here is the
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4.5.6 Analysis of Reslduals {continued)

assumption of constant epflimnion and hypolimnion volumes. Erosion
of the thermocline effactiv.ely increases epilimnion depth and volume
in the 1a|:e. seasons prior to fall overturn. This effectively increases
the volume over which the kinetic energy due to wind shear stress is

. dissipated. With an lncrease in depth (a the Richardson Number

197 ¢
(Eu + Table 4.3-3) would increase, the vertical exchange rate {E'u)
would decrease, and the computed density gradient would, in turn,
increase. Thua, if effecte of a migrating thermocline were incorporated

into the model, the tendency to under-predict late summer and early

fall density gradients might be reduced.

Serial correlation in the residuals can be attributed to periodic
or auto-correlated errors in the specification of boundary conditions,
to the effects of factors not considered in the model, and to aspects
of the measurement process. Bar63 notes that serlal correlation in
the residuals is more generally the rule than the exception in cases of
: dynam.i.c models. These results are not grounds for rejection of the

model. The primary effect of the serial dependence of the errors is

upon the confidence regions of the estimated parameter values.

If the model) were linear, and the reeiduals ware uncorrelated,
unbiased, and normally-distributed, the confidence regions calculated
for the parameter estimates would apply exactly. In this caee, however,
the model is nonlinear, and the residuals are auto~correlated, somewhat

biagsed, and, in some cases, not noxmally distributed. A standard




4.5.6 Analysis of Residuals ({(continued)

approach to determining confidence ‘zjegions for parameters under such
conditions would involve Monte~Carlo simulation. sﬁch an apprqach

is precluded in this case by the expense of implementing the parameter
estimation routine. Thus, in applying the model and in assessing errors
in model projections, the approximate nature of the estimate of the

parameter covarlance matrix must be considered.

4.6 Model Applications

4.6.1 Sensitivity Analysis

Before applying the model to assess the potentlal effects of the
sewage outfall design upon general aspeots of verxrtical mixing in .
Onondaga Lake, .an analysis has been performed to estimate the sensitivity
of the model simulations to some of the parametexs and forcing functions.
The parameters studied have included al 4 {the numerator of the vertical

exchange rate function, ) a, {the surface mass transfer parameter

gt
for evaporation and conduction), and Ay, (the maximum fraction of
Ninemile Creek flow entering the hypolimnion). Sensitivities to Ug
(the chloride flux from Allied Chemical's waste beds) and Fy {the
Allied cooling water flow} have also been evaluated. The sensitivity

to a can also be used as a measure of the sensitivity to the

14
average rate of wind-induced kinetic energy input to the lake. 1In

the numerator of Pll ¢+ the exchange rate function, a4 and F:3 occur
as a product. Pia , the cube of the fricticn velocity, is pr_oportional
to the rate of kinetic energy input, according to equation 4.5-17. The

purposg of the analysis is to assess the relative importance of various

mechanisms in ‘controlling lake mixing under past and present conditions.
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4.6.1 Sensitivity Analysis (continued)

The pericd of record (1968-74) has been simulated using the best
estimates of the parameters developed in Section 4.5 and recording
results at 0.05-year intervals. Normalized sensitivity coe;ficienta
havae been computed as a fuﬁction of time for each factor studied, using
the finite-difference methods discussed in Section 4.4. Sensitivity
coefficients are essentially normalized first derivatives of the state

variables with respect to the factor values:

Sigt = Pi‘a's‘!:lj,;—t {4.6-1)
where,
s = sgensitivity coefficient for state variable
1,3, y, at time t and factor p,
3
Pp T %14
P, = 3
Py = 83
Py = Y
Py = Fy

The coefficients can be interpreted as the marginal changes in the
state variables which would result from fractional changes in the
factors. The normalization adjusts for differences in factor scales.
Sensitivity coefficients for temperature, chloride and density are
plotted in Fiqures 4.6-1 to 4.6-3 respectively. The numbers labelling
the curves in each plot correspond to the eubscripts of the Pi

variables defined above.
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Figure 4.6~1
Temperature Sensitivity Coefficients Versus Time
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Figl.‘lre 406"'3
Density Sansi.ti.vit.y Coefficients Versus Time
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4.6.1 Sensitivity Analysis {continued)

One general aspect of the temperature and chloride sensitivies
;a the tendency for "spikes" to occur during overturn periocds, parti-
cularly in late 1972 and 1974. This is essentiallf bacause changes
in the factors influence the times at which density equivalence is
reached and rapid mixing occurs. Just prior to overturn, both
temperature and chloride gradlents may exist, but.with opposing
effects on the denslty gradient, which is approaching zero. When
mixing occurs, temperature and chloride wvariables change rapidly,

giving rise to the spikes in the sensitivity plots.

" Epilimnion temperatures appear to be insensitive to all factors
exanined, except for the surface transfer parameter, Py - As
vertical stratification develops during each season, sensitivities of
hypolimnion temperatura with respect to the dominant factors, P and
Py v Increase in absolute values and are opposite In sign. Temperature
gradients {(hypolimpicn -~ epllimnion) are also chiefly controlled by these
factors. Chloride sensitivities (Figure 4.6-2) indicate the dominance
of Py v the Allled Chemical chloride flux, in both the epilimn;on and
hypolimnion. Chloride gradients are controlled chiefly by Py and Py -
Epilimnion density is controlled by p, and p, , while hypolimnion
density and density gradient both respond most dramatically to changes

in Py and p; during most years,

The density gradient sensitivities are particularly important and
warrant more detailed analysis. Generally, pi and p4 appaar to be

controlling, as in the cases of temparatufe and chloride gradients.
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4.6.1 Sensitivity Analysis (continu;ad)

During peak stratification seasons, P, sensitivity coefficients are

on the order of -1,5, while p 4 coefficiants are approicimately 2.0,
Thismeans that a 1% increase in the chloride flux is estimated to have

about the same effect on peak density gradients in the lake as a

2/1.5 = 1.33% decrease in 8y4 ¢+ OF equivalently, a 1.33% decrease

“in the average rate of kinetic energy input. Since the latter depends

upon the 3,75 powsr of wind speed, this would correspond to a 0,35%
dacrease in average wind speed over the lake, This helps to quantify
the stratifying effect of the industrial discharge relative to the
natural forces tending to mix the lake. Because of the nonlinear
nature of the model, these figures are valid only for small changes

in the factors,

Cooling water flow, Pg + has a negative impact on a ﬁensity
gradient during late summer seasons, except during 1970. In that
year, cooling water was consistently withdrawn from the epilimnion
(see U, , Table 4.3~2). Thus, this factor was not as important a mixing
mechanism in the lake during 1970 as it was during other years, in which

the cooling water was withdrawn from the hypolimnion.

In 1968, the sensitivity equations are markedly different from
those observed during other years, in that factors 3 and 5 appear to be
controlling peak density gradients. The reasons for this are unclear,
but may be related to the fact that the simulation was started after
the onset of stratification in the spring. This fact, coupled with
some of the seasonal blases in the model discussed in Section 4.5-6,

may account for the differences. During this period, the sensitivity




-

4.6.1 Sensitivity Analysis (continued)

coefficlents are not in equilibrium wiﬁh the faotors driving the model,
but are still heavily influenced by initial conditions. The qualitative
differences in the sensitivity coefficients during 1968 may.in part
account for the differances in optimal parameters estimated for that

year in Section 4.5.

The degrees and types of mixing in the lake over the study pericd
are characterized in FPigure 4.6-4. In units of yearﬂl, the total
hypolimnic dilution rate {(HDR) 1s defined as the total outflow rate

from the hypolimnion divided by the hypolimnion volume:

Q. + Qo + Qg * 0
16 7 ®2g 7 R30 7 ¥ _
HDR, = W x 365. (4.6-2)

-The non-advecotive portion of this is attributed to the density-dependent

exchange batween the epilimpion and hypolimnion, Pll  and 1s glven by:

HDR = w=— x 365, ' ' (4.6-3)

These variables are particuarly important as measures of the oxygen
resources of the hypolimnion. The logarithms of these two variables
are plotted against time in Figure 4.6~4. During fall overturn perilods,

maxima are reached in the vicinity of 2,6. These upper limits are
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Figure 4.6-4
Similated Total and Non-Advective Hypolimnic Dilution Rates
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GRID Display of Dissolved Oxygen
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4.6.1 Sensitivity Analysis {continued)

determined by the assumed value of 8‘16 . Which is somewhat arbitrary.
Accordingly these periods should be interpreted as periods in which

the lake is essentially completely—mixed.

During periods of peak stratification, the advective mixing
mechanisms become important. If cooling water is withdrawn exclusively
from the hypolimnion, the advective component of the HDR amounts to
2.24 year"l, or 0.35 on a logarithmic scale. The non-advective
component generally reaches a minimum in the vicinity of -0.2 on a
log scale, or about one quarter of the advective cooling-water component.
During low flow seasons, Ninemile Creek flow amounts to about 4 m3/sec.

With a value of 0.267 for a this corresponds to an HDR of 0.63 yearnl,

22
or -0.2 on a log scale, about equivalent to the non—advective mixing
component. Vowever, this does not contribute to the total HDR, because

it merely satisfies some of the demand imposed by cooling water withdrawal.
Thus, during peak stratification, cooling water use accounts for about

80% of the total hypolimnic ﬂ:l.spla;cement, if it is withdrawn exclusively
from the hypolimion. When the ep.tlimnion‘ intake is opened, it ig
estimated that 78% of the water entering the plant comes from the surface

waters. Under thess conditlons, at peak stratification, the total dis-

placement rate is reduced by about 608,

The simulations indicate that mixing during spring overturn pariods
is not as complete or as rapid as in the fall. Thia is chiefly due to

the chloride gradiemnts which are built up under ice cover during the
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4.6.1 Sengitivity Analyais {continued)

winter. An increasing trend in the intensity of the spring mixing

period is evident. Computed total dilution rates are higher by about

an order of magnitude during the spring of 1974, as compared with the
springs of 1969 and 1970. ‘This correlates well with corresponding
inc:.:eases in hypolimnic dissolved oxygen levels noted in Chapter 3

and shown again in Figure 4.6-5. Comparisons of patterns in mixing

rate with periods of hypolimnic anaerobiosis indicates that the latter
correspond roughly to periods in which the logarithm of the total
dilution rate is less than about 0.8, The lengths of these periods

from spring overturn to fall overturn, estimated from Figurs 4.6-4,

range from about 0.3 years in 1974 to about 0.5 years in 1970. These
factors suggest that the observed enhancement in hypolimnic dissolved
oxygen levels In later years of the survey may have been due to climatologic
influences on lake mixing, as simulated by the model developed here. More
specific evidence for this could be developed by increasing the complexity
af the model to permit direct simulation of dissolved oxygen. This will

be discussed further in Section 4.7.
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4.6.2 Case Simulations

A total of thirteen cases have been formulated in order to permit
further analysis of the impacts of coding water use, salt discharge,
and Matro STP outfall design on general aspects of lake mixing. Case
conditions are summarized in Table 4.6-1. The first three examine
the effect of cooling water withdrawal under present conditions of -
salt discharge to Ninemile Creeck. Cooling water is withdrawn exclusively
from the hypeolimnion in Case 1, primarily from the epilimmion in case 2,
and is totally absent in Case 3. The next three cases examine the
same éaoling water conditions in the absence of the salt discharge.
Case & can be consldered as a bhaseline condition or undisturbed stata.
The last seven cases exanine the effect of increasing initial dilution
ratio for discharge of the combined municipal/industrial effluent into
the epilimnion. <Case 7, with a dilution ratio of 0., 1s essentially
equivalent to discharge of the effluent into the hypolimnion, due to
density currept effecta. Initial dilution ratios increase by factors
of two from a value of 1 for Case B to a value of 16 for Case 12. In
Case 13, the disoharge has been prevented from sinking into the
hypolimnion by setting aj, equal to zero. This is essentlally
equivalent to an infinite initial dilution ratio. All of the last
seven cases have assumed exclusive cooling water withdrawal from the
hypolimnion, which has bean Allied Chemical’s operating policy since

mid-1974"7 .

—

One of the factors which introduces uncertainty into the analysis

of the ilmpact of the initial dilution ratio is uncertainty in parameter




Table 4.6~Y
Definitions of Cases Studied
COOLING WATER SALT ! COMMENTS
- - Initial Max. Fraction!
Withdrawl Level Dilution Sinking Cooling Water
Case { Flow Epil.c Hypo. lLoad Stream Ratio Into Hypolim.. Withdrawl Salt
0.00 1.00 Tg 9 2,=0. a, =0.266 ;| Hypolimnion Present Conditioms
0.78 0.22 " e b " | Epilimnion .. "
0. - - " " - . i Absent s "
4 B, 0.00 1.00 0. - n 8, = 0.0 Hypolimnion Absent
P4 0.78 0.22 » - " b *1 Epilimnion »
o. - - " - " ~ Absent »
4
4 ' Motro Initial Dil.
7 F, .00 1.00 O Qs a, = 0. a,, = 1.0 Bypolimnion STP ; d=20.
n [ ] " ] n 1. [ ] n n d=1
9 L} [1] L] n [ ] 2. " ] n d = 2
| " - - " " 4. " - " d=4
11 n n n " L] a. " n " d = 8
12 n " n " n ) 16. n " n d=16
L] n ” » " - - b n " =
13 ay,, = 0.0 d=w

a ~ see Table 4.3-1,-2,-3, and -4 for definitions of Q, U, P, and a variables, respectively.

b -~ getting aAn equal to zero forces all of the influent stream to remain in the epilimnion
© and ls egquivalent to an infinite initial dflution ratio, a,.

c - Fraction of cooling water withdrawn from epilimnion = U
d ~ Essentially equivalent to discharging into the hypoli on, dye to density current effeciks.
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4.6.2 case Simulations {(continued)

3y ¢ the maximum fraction of the diluted effluent which is allowed to

sink into the hypolimnion, subject to denaity constraints (see Lo
Table 4,5=3), A value of 1.0 has been assumed for this parameter in

Cases 7-12. The analogous coefficient for Ninemile Creek, has

8227
been estimated empirically at 0.267. It would be difficult to predict

these parameters a prioril without more detalled modelling of the

hydrodynamics of the ocutfall site, including specifics of wind
velocitlas {speeds and directions), horizontal currents, and bottom
topography. However, Cases 7 and 13 represent extreme conditions,

which are insensitive to the value of a Case 7 essentlally

21 °
represents disposal in the hypolimnion, while Case 13 rapresents

infinite initial dilution in the epilimnion. Thus, while uncertainty

in a

o1 TAY introduce uncertainty as to the specific path from Case 7

to Case 13 as dilution ratlos increase, the end points are not influenced.

Simulation of each of the cases has been done under the hydrologic

and meteorolagiec conditions from October, 1967 through December, 1974.

. Metro STP flaw (U2) has been assumed constant at the design value of

" 3.78 ma/sec. Results have been recorded at 0.05-year increments. The

first 15 months of each simulation have not been analyzed because of
sensitivity to assumed initial conditiona. Thus, the cases have been
compared based upon model simulations over the six-year period from
1969 through 1974. In Cases 1 =3, sensitivity coefficients to each
of the four empirically-estimated parameters (a14' a0 Bgs and a22)

have also been calculated. In cases 4~13, LYON is of no consequenca
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4.6.2 case Simulations {continued)

and has not been included in the sensitivity calcu;ations. The primary
incentive for computing sensitivity coefficients is to permit estimation
of the effects of uncertainty in the parameter estimates on erroxs in

model projectiona.

Four primary "objective functions" have been used to compare lake
regponses to the conditions specified by the various cases: (1) mean
density gradient; (2) maximum annual density gradient; (3) mean hypolimnic
dilution rate (HDR); (4). minimum annual HDR; A final suppiementary
criterion is average turnover frequenoy, defined as the average number
of periods per year of simulation in which the Richardson Number, F1zf
drops below 100, The Richardson Number is a measure of the resistance
te vertical mixing., The vertical exchange rate, Pll + 15 roughly
inverse to its value, which ranges from zero during unstable periods
to about 5 x 104 during peak density stratification. A value of 100
has been arbitrarily employed as a turnover definition. This corresponds
to an HDR value of 123 year—l, or a complete exchange of hypolimnic waters

in about 3 days.

Por the first and third objective functions specified above, a total
of three factors haslbeeh assumed to contribute to variations within
each case: season, year, and parameter values. Seasonal variations
1n-tha functions are attriﬁuted to annual metecorologic and hydrologic
.cycles. Yearly varilations represent the effects of varilations in averége

annusl meteorologic and hydrologic conditions. To provide a basis for
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4.6.2 case Simulations (continued)

assessing the severity of the effects of parameter uncertainty on model

projectiona, the seasonal and yearly varlations have been compared with

those poseibly attributed to parameter variations. To determine the

lattar for each case, estimates of objective functilon values at the end

points of the parametrie principle component axes (Tabla 4,5-3} have been

dexived from the value at the center of the parameter confidence region,

the sensitivity coefficlent matrix, and the vector of parameter values

at the end points of each i:rinc:l.pal component axis. For a given state

variable Yj at time ¢t :

Y,6.k

where,

¥y,t,%

thtfo

4 a Y"t
® Y560 F 151 = 8, 10 = 8,0 (4.6~4)

value of state variable j at time t and
parameter vector k

value of state variable j at time t and

optimal parameter vector 8, |
#

sensitivity coefficient of state variable vy 3
with respect to parameter Bi at time ¢t
value of parameter €, at principal component

axis end point k i

optimal value of @
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4,6.2 Case Simulations (continued)

This scheme has been employed to develop a three-dimensional array of
valuas for the density gradient and 1pglo(H'DR) for each casa. PBach

array conslists of 20 seasons, 6 years, and 9 parameter sets, The

ranges of the means within each of the three factor groups have been

used as baseg to assess the relative effects of the factors on mean

) density gradilent and on logm{HDR). In analysis of yearly extreme

values {(maximum density gradient and mlnimtﬁn HDR), the extremes for

each year and case have been extracted from the general, three-dimensional
array to generate atwo-dimensional matrix (6 years x 9 parameter sets)

for each case.

Results are presented in Table 4.6-2 and in Pigures 4.6-6 to 4.6-9.
Simulations of Cases 6, 7, and 13 are presented In Ejigures 4.6~11to
4.6~-13,xespectively. These can be compared with the simulation of

actual 1968~74 conditions in Figure 4.6-10.

Comparing the results for Cases 1, 2, and 3 with Cases 4, 5, and
6 provides a basis for evaluating the sffecte of the salt dlscharge to
Ninemile Creek. Average turnover frequencles for Cases 1-3 range from
0.50 to 1.00, while 2 turnovers per year are conslstently observed in
the absence of the salt discharge. The primary effect of the discharge
ig to 1inhibit the spring turnover period. The difference in average
density gradient bstween the two groups of cases is 0,68 rng/cms, cor-
regponding to 62% of the Case 1~3 msan. Thugs, if the salt discharge

were eliminated, it ie indicated that average density gradients in the
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Table 4.6-2
Results of Case Similations

s .
e s - - ) 1 2 3 4 5 & ki 8 L] o 1 a3 33
Swrnover Froquency®  [1.00 0.€3 0.50 3.00 2,00 2.00 0.00 0.00 050 0,83 .00 1.83_1.83
Density Gradiece® mean |0.96 2.37 1.21 0.35 0.49 0.44 S.25 2.71 1.54 1.13 0.6 0.41 0O.40
Sorsm Rinisom [0.60 0.07 0.15 0.00 0.00 0.00 3.25 0.90 0.23 0.01 0.00 0.00 0,00
saximm [2.55 2,88 2.00 149 L&9 1L.72 708 4,31 3.00 2,02 1.24 £.91 142
. Range 12,55 2.01 .67 1.52 .89 2.72 3.53 3.41 3.87 2.01 31.34 0.91 1.43]
Tear inimm [0.71 0.66 0.65 0.28 0.3& 0.30 4.89 2.52 1.70 1.03 0.57 0.30 0.27
. Marimm [1.36 1.63 1.58 0.44 0.62 0.56 S.47 3.03 210 1.1 0.75 0.72 0.9
Sange |0.65 0.7 0.73 0.19 8.28 0.25 0.57 0.50 0.40 0.9 0.18 0.42 0.&8
Parascter® inimm [0.967 2,66 1.05 0.3 0.45 0.4 4,58 2,64 1.60 110 0.62 0.36 0.3
mavisem {1.03 1.27 1.37 0.37 0.53 O.47 5.32 2,78 1.88 1.14 0.66 Q.45 O.4&
0.13 0.19 0.3l 0.05 0.08 O.07 0.34 0.4 0.09 0.04 0.02 0.09 0.07
Hm— -
|ownwity cradtent” mean |2.57 2.92 2.87 1.5 1.92 174 7.22 .37 3.06 2.08 134 102 ).47
Tour inimm |2.00 2.37 1.32 1.10 1.4¢ 1.30 6.71 4.07 2.9¢ 1.85 1.080 0.6 1.04
Maximce {3.52 3.80 3.62 1.88 2.HM 2.16 8.17 5.1 32.70 2.32 1.37 2.16 2.82
Range |1.52 1.44 2.30 0.77 0.90 0.86_1.46 1.04 0.76 0.48 0.29 1,56 .78
Fertter Ninimom |7.45 280 Z.74 1.42 1.60 1.65 7.02 4.25 2,080 1.9% 1.32 0.99 1.36
saviswm [2.69 3.05 3.00 1.60 2.04 1.B4 7.43 4.48 1.24 2.08 1.36 1.06 1.56
pamere 10.24 0,26 0.26 0.18 0.23 0,20 0.42 9.23 0.17 0.10 0.05 0.08 #.22
I:_\ limnic Iio=
1 < e} Mean [1.08 0.79 0.70 1.70 .44 2.45 0.49 0.80 ].03 : tg 43
Seascm Winiwm |0.44 0.06 0.04 0.55 -0.1) -0.07 0.41 0.71 0.88 1.10 1.34 1,28 0.56
mriss {260 .71 191 2.67 z.as 2.67 0.6 1.03 1Bt 241 241 2.5 2,63
Eanqe [2.16_2,16_1.86 2. 0,200, 73 0.9 03 12 2.4
Minimom (096 0.53 049 154 134 174 0.46 077 095 1.33 L5t 1.41 lL.14
maxisom [1.19 1.01 0,97 1.89 1.67 1.657 0,51 0.85 1.12 .41 1.66 1.84 1L.73
kacge [0.33 0,48 0,48 0.33 0.43 0.45 0.05 0.08 0.16 0.18 0.15 0.64 0.59
Parmmter Nintwm [0.57 0.70 0.61 1.64 1,38 1.32 0.47 0.79 1.02 1.28 1.57 1.63 1.40
Maxbem [1.20 0.88 0.7% 1.77 1.49 1.57 0.50 0.52 .04 1.32 1.59 1.8 1.58
Eange |0.34 6,18 0.19 0,)3 0.0 0,75 0.03 0.03 0,03 0,0) 0.02 0.19 0.18
Rzl Minjmom

=, =~0.08 0.40 O.70 0.BY
.48 -0,32 -0.28 0,39 0.6% 0.06 1.00 1.3} 0.48
0,13 0.11 0.60 0.0% 0.13 o4l 071 D8R 1.08 1.3 1.59 0.56
0.15 _0.15 0.19 0.12 0.40 0.41 ©.02 0.02 o o.ar o.4ar 1.11 0.16
0.37 ©0.00 ~G.04 0.50 =0.21 =0.17 040 G.70 O.87 1.09 LI.l 1.1 0.49
41 0.08 0,05 0.54 -0.04 0.00 0.1 Q.70 0.8 1.09 ) §

0.4 0.07 0.05 008 0.17 0.17 0,61 .01 0.00 g.00 &m 2.1 0.05

0.

= for Cape definitinne, ser Tabla 4.8~1.

Torver

a

b - Prmpasncy
€ — eoxity grallant =
d = Bypalisnis pioticon Frte () =
a

Gafined &y sverson mmdtnr of times per yaar Richardson Bosbey Ialoer 100,
bypolisnion denxity — spilinion Semalty (mg/fced). rome

flow tiumogh bypolisnion / bypalimnios wolmm | (year 1}.

= Ranges of withio—group mmns for seasncal, ywarly, snd facameter
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Simulated Mean Hypolimnic Dilution Rates for Various Cases
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Figure 4.6-10
_ Simulations of Actual 1968-74 Conditions
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Figure 4.6=11
Simmlations of Case 6 Conditions
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FPigure 4.6-13
simmlations of Case 13 Conditions
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' 4.6.2 Case Simulations {continued)

lake would decréase by 62%, The corresponding reducgion for maximum
annual density dradient is estﬁmated to be 38%, The difference in the
logaxithm of the mean HDR between the two groups of cases is about 0.7,
indicating a ratio of five in average displacement rates. The minimum
HDR values ére governed chlefly by advective flows due to cooling water

withdrawal and are not as severely impacted by the salt discharge.

Comparing Cases 1, 2, and 3 provides ag basis for evaluating the
effects of cooling water use under current salt disposal conditions.
Resﬁlta 1ndicgte that the lake mixing afforded by withdrawal of cooling
water from the hypolimnion and subsequent discharge to the epilimnion
does have a calculable impact upon density gradiepnte and total HDR
values., Results for Cases 1 and 3 indicate that if the cooling water

usa wera stopped, tﬁrnover frequencies would decrease by 50%, mean and

. maximum annual density gradients would decrease by 26% and 12%, respec-

tively, and mean and annual minimum HDR's would decrease by factors of
2 and 2.5, respectively. The differences between Cases 1 and 2 suggest
that observed increases in lake mixing rates over the 1968 to 1974
period may have been due in part to more frequent withdrawal of cecoling
water from the hypolimnion in later years (see Uq, Table 4.23-2).
Corresponding effects of cooling water use without the salt discharge
(Cages 4 - 6) are gomewhat less marked, because of the increase in
density-depenéent mixing, which reduces the relative importance of the
advective mixing afforded by cooling water use, Density gradients

for Case 5, in which cooling water is withdrawn primarily from the

4-123




——"

-

4.6.2 Case Simulations (bontinued]

epilimnion, are somewhat higher than for Case 6, without cooling water,
This is an effect of heat disposal ip the epilimnion increasing the
denaity stratification. The average heat disposal rate amounts to

about 19% of the average annual solar radiation incident on the lake.

Simulations of Case 7 indicate that discharge of the combined
minicipal/industrial effluent into the epilimnion without initial
dilutien, or, eguivalently, dischargs into the hypolimmion, would
result in permanent stratification under the hydrologic and meteorologic
con&it:l.ons of 1968-74 (Figure 4.6~10}. At the other extreme, results
for Case 13 (Figure 4.6~13 suggest that infinite initial dilution in
the epilimnion would result in an average of 1.83 turnovers per year,
and in density gradient and HDR values not much different from the
"updisturbed state®, Case 6. As noted above, the path betwean these
two cases as a function of dilution ratio is uncertain because of
uncertainty in parameter a,, - Results obtained for Ay equal to
1.0 are conservative in that they would tend to over-predict density
currents and resultant effects on chloride and density gradients in
the lake. The consequences of these results on outfall design will

be digcussed in Section 4.7.

FPor all cases and objective functions, estimated variations due
to parameter values are small compared with those attributed to season
and year and compared with differences :i.n means among the various

cases. The parameter variations have been derived from the 95%
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4.6.2 cCase Simulations (continuved)

confldence reglons of the parameter estimates. As noted in Section 4.5,
the estimate of the size of this .reg:lonl is inexact because of non-
linearity in the model and the serial dependence and non-normality of
the residuals. Observed yearly ranges are on the order of four times
those attributed to the parameters. The former have been derived from
a sample of six years, and thus do not represent 95% confidence ranges.
If the distribution of yearly means ls assumed to be normal, the standard
deviation of the yearly varlations would be given by 0.395 times the
range for a sample size of 627, and the 95% confidence range would be
about 15.9 times the observed range for six years. Thus, in order for .
the parameter variations to equal yearly ones, the estimate of the size

of the parameter confidence reglon (expressed as distance along the

-principal component axee) would have to be low by a factor of 1.58 x

4 = 6.32,

Bara> has derived an expression for the e-indifference region
of the maximum-likelihood objective function for the situation in
which the sampling distribution (multivariate distribntion of the

parameters) cannot be assumed to be normal:

Mue=%

where,
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4.6.2 Case Simulations {continued)

£ = number of estimated parameters = ¢

¥ = confidence level = 0.95

Paralleling the development in Section 4.5 for the normal case, the
corresponding distance along the principal component axes, expressed
in multiplés of the respective principal component standard deviations

is given by:

z = /240 = "/lfv- 8.94 (4.6-6)

For the normal case, At is given by X2/2 r and =z is given by

X » Or 3.08. Thus, if an attempt 1s made to account for nen-normality,
the dimensions of the confidence reglon increase by a factor of
8.94/3.08 = 2,90, The same proportionate increase would be expected

in the ranges of the density gradient and HDR's attribnted teo parameter
variations, ac&ording to equation (4.6-4) Under these copditions; the
95% confidence range attributed to yearly variations would be 6,32/2,90 =
2.18 times the range attributed to parameter ranges. Generally, the
higher this ratio, the more daifficult it would be to detect projection
errors due to errors in the parameter estimates. The non-linearity of
the model and serial dependence of the residuals have not been acecunted
for, however. This ig about as far as the analysis can be taken without
resorting to Monte-Carlo type methods to determine actuai parameter

confidence regions.
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( ? 4.6.3 Error Analysls

" An analysis has been done to estimate some of the various error
components of model projections in each case studied. Assuming computa-
tion error to be negligible, total projection error can be broken down into
three basic d‘.:t:ml};»::m.=..t'11:s3 :

2

2 2
() = 87 (t) +5  (t) + S (4.6-7)

2
Sp T

where,
5., (t) = variance of a projection of a given
variable at time ¢t

87 (t) = wvarlance attributed to independent
variable error

8~ (t) = variance attributed to parameter error

5. = residual variance

In the case of a dynamic model, all of the above are time-variable,

with the exception of S:_ + ‘The first term is given approximately

by:

[

nNx nx
Si (£} = L L (%%(EE)-) (Eg-'—f-:-)-} Cov. {xi,xj) {4.6-8)
1=1 j=1 9% 5




(1 4.6.3 Error Analysis (continued)

wheare,

' y {t) = value of predicted variable y at time t

n, = number of independent variables

e
]

value of independant or forcing variable i

Similarly, the parameter error term is given by:

n
p "p
2 ay(t}, Bylt),
Sp (£) = 151 jgl ‘api ) ( p. Cov (pi'pj) {4.6-9)

whersa,

P; = valua of parameter i

n p = total number of parameters

The last term is attributed to residual error and is determined by
the standard error of estimate of the predicted variable. This com-

ponent can be further dissected into two components :

2 2524+ = sr:s; (4.6-10)
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4.6.3 Error Analysis (continued)

where,

= model error

= measurement error

L NN N

rr—

SEE, = square of standard error of estlimate of
Y predicted variable

In order to estimate the two components of the residual variance,

some independent evidence is generally required. For example, if
replicate samples, ¢hloride analyses, and temperature measurements
were available, the measurement.error componente could be estimated
and subtracted from the obgerved residual variance to obtain estimates
of the model error components. In the absence of such data, the
aggregated form of the residual variance has been employed below.

As noted in Section 4.5, residual standard errors are not strictly
independent of time or season, s0 the assumﬁtion that fhey are
constant is nﬁt completely valid, but it sufficient for the analysis

below.

As dipcussed in Chapter 1, a method of assessing the adequacy
of data for parameter estimation purposes is to compare tha error
components attributed to parameter uncertainty, S; {t) with the
resldual varilance, S; - The'former can usually be reduced by
increasing the size of the data sample used for parameter estimation,

while the latter would not necessarily change under such conditions,

provided that the additional data were of the same quality as that
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4.6.3 Error Analysis (continued)

originally employed.

The magﬁitudes of the parameter and residual error components
have bean compared for each case simulated and for predictions of the
epilimnic, hypolimnic, and gradient values of temperature, chloride, .and
density. The parameter error term is time-variable and its distri-
bution for the entire 6-year simulétion hae been summarized by the
extreme valueé and the meén. The variance ccmponehts for each case
and variable are summarized in Table 4.6-3. Generally, mean parameter
variance amounts to a small fraction of the sum of the two error
components. The maximum fraction observed is O.iB, for prediction
of temperature gradient in Case J. Case 3 appears to be the most
gsensitive to parameter values of the cases studied. For prediction
of density gradient the Fraction of total variance attributed to
parameters ranges from 0.0004 in Case 11 to 0.034 in Cagse 7. Despite
the approximate nature of the estimate of the covariance matrix of
pérametar values, it appears that the estimate would have to be
conslderably in error in order for the parameter variance to become

a substantial component of the total projection error.

A more complete error analysis would also incorporate the effects
of inf@ependent variable error. This would involve considerable effort,
due to the number of independent variables and the difficulties of
astimating their covariance matrix. To some exteht, this type of
error has already been incorporated into the parameter and residual

error terms, since the paramater and residual covariance matrices have
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4.6,3 BError Analysls {continued}

been estimated by supplying the model with a set of independent
variables which were subject to error and subsequently comparing
dependent variable ohservations with model predictione., Generally,
the same set of independent variables has heen used in simulating
each case, 50 that the same covariance matrix of independent
variﬁble errors (Cov (xi,le in equation (B8}] would apply.
However, the sensitivities of the state variables with respect to
the independent variables [3y(t)/3x;, in equation (8)] may change
as a function of case, suggesting that total 1ndepehdent variable

error may also change with case, just as total parameter error has

been shown to change,

Probably the most importqnt concern with regard to the effects
of this type of exror is the possibility that consistent errors or
biases in one or more of the independent variables may have intro-
duced biases in the parameter estimates. One variable which would
be of potential concern in this regard is Us  the chloride flux
from the Allied Chemical waste beds. As demonstrated in Section 4.6,
the hypolimnion and gradient variables are highly sensitive to the
values of thie variable. This indicates that the optimal parameter _
estimates, particularly 2,4 7 would also be sensitive to bias in
U6 . Fortunately, as discusged in Section 4.3, the value assumed
for this variable has been verified by two independent methods:

(1) Ninemile creek flow and chiloride concentration data, and {2) a

mass balance on the Allied Chemical solvay plant devaloped from soda
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(-'; 4.6.3 Error Analysis (continued)

agsh production, reaction stoichlometry, and reaction efficiency data.
Because of the possibility for introduction of bias, the quality of
the independent variable data cam be ¢ritical to proper implementation

of the empirical parameter estimation methods employed above.

4.7 Conclusions and Recommendations

4.7.1 Model Adeqguacy

One distinctive feature of the model which has been developed,
estimated, and applied above is its high level of spatial and temporal
aggregation. Monthly-average boundary conditions have been employed
to drive a system consisting of two mixed layers, This is to be

2 and W.R.E.9 reservolr models discussed

compared with the M.’
C in Section 4.2. These models aemploy a minimum of 20 mixed layers
of 1= .to 2=meter thicknesses and require daily-average boundary
conditions. Aggregation in space and time go together, because the
former tends to enhance the stablility of the system and to render

it less sensitive to high-frequency variations in boundary conditions.

This aggregation has resulted in a number of distinctive
properties, First, the model obviously has lesa potential resolution.
in time and space. The resolution was sufficient for generally
sharacterizing vertical exchange in the lake , as evidenced by the
ability of the model to simulate observed temperature and chloride
variations in the hypolimnion and epilimnion with time. Second, the model
reqq:lres less ‘data to implement. Obviously, the specification of

\
(-- daily-average meteorologic and hydrologic boundary conditions would




4.7.1 Model Adecuacy {(continued)

be a much more demanding regquirement. '.l'h.i.rd, the model is laess
expensive to implement, because 1t involves fewer state variables

and longex time steps. As noted in Section 4.2, the M,I.T. model,
with spatial and temporal resclutions of one meter and one day,
respectively, consumes 2.4 minutes of CPU time per year of simulation,

vhile the model developed here uses 0,028 CPU minutes per year*. Use

of the parameter estimation rcutine would prohably have been economically
infeasible 1f a model with the spatial and temporal resclution of the

M.I.T. model were employed.

The standard errors of estimate of the model developed here are
compared with those typical of the M.I.T. model, as derived from the

1 in Table 4.7-). For predictions of surface

study of Parker et ai.
teﬁperature, the standard errors for the latter averaged 2.15°C and
ranged from 1.38 to 2.9800 in a sample of seven different reservoirs
and years. These can be compared with the standard error of 1,67°C
obtained for predictions of epilimnion temperature in Onondaga Lake.
Corresponding values for predictions of reservoir ocutlet temperatures
averaged 1.909C and ranged from 1.0l to 2.BB°c using the M,I.T. model,
compared with a value of 1.8700 ohtained akove for prediction of
hypolimnion temperatuxe, Thus, it appears that the two models have
about the same residual standard errors, despite the differences in

thelr levels -of spatial and temporal resclution.

- 0 o p— . = . Yo

* 2ome of the differences in CPU timemay. be attributed to 4ifferences in
computers, The computer model employed in the 1975 study of the M.Il.T.
model was not specified by the authors 2
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Table 4,.7=-1

Comparisons of Standard Errors of Estimate for Temperature Predictions in
Onondaga Lake with Those Typlcal of the M.I.T Deaep Reservoir Model

STANDARD ERRORS OF ESTIMATE (°C)

Lake or Surface Bottom
Model Reservolr Years Temperature Temperature
ESP Onondaga 1968-74 1.67% 1.87°
HI'I‘d Fontana 1966 1.74 1.19
MIT Douglas 1969 2.03 2.11
MIT Cherokee 1967 2,07 2.70
MIT ‘Norris 1972 2.31 -
MIT So. Holston 1953 h2.44 2.88
MIT Hiwvasgee 1947 1.38 1,01
MIT Fort lLoudon 1971 2.98 1.53

a - epilimnion-average.

b =

c -

hypolimnion-average.

11,13

Model of Harleman et al.

bottom temperature refers to outlet level.

25
’, as evaluated by Parker et al, ;
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4.7.1 Model Adequacy (continued)

One feature which renders the model developed above somewhat

unrealistic is the assumption of constant epilimnic and hypolimnic

volumes. Because of thermocline migration, these volumes actually
vary with season and could possibly be influenced by some of the

conditions specified by the varilous cases in Section 4.7. Realism

could be enhanced by incorporating another state variable which would
permit simulation of thermocline migration. This would involve a

modification of the exchange function (Fnl s ut mechanical energy

balance consideratiors would still apply. Because the relative éha.ngea
in volume could have substantial effects on the dynamics c.ilf non=conser-
vative components (in particular, algal qrowth.rates). this element of
realism should probably be added to the model before expanding it to

permit direct simﬁlation of water quality components,

4.7.2 Data Adequacir

Generally, two tfpes of data have been employed above to serve
two purposes: definition of system conditidns and definition of
boundary conditions. The adequacy of the former as a bagis for ‘
parameter estimation is indicated by the relatively small contribu-
tions of parameter varlance to total model predictién variance, as
noted in Section 4,6.3.The adequacy of the boundary condition data is
more difficult to a‘ssess-. Much of the auto-correlation and pericdicity
in the residuals has been attributed to concomittant errors in the

specification of meteorolagic or hydrologic boundary conditions (e.g. ”
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4.7.2 Data Adequacy {(continned)

. golar radiation). These residual properties have been shown to
introduce uncertainty into the estimates of the parameter covariance
matrix and confidance region. Residual standard errors can actually
be attributed to three components: mheasurement error, model error,
and independent variable error. An assessment of these components
is. not possible without independent evidence. The primary concern
over Lhe potential eftects of Ilndependent variable error is that consig=
tent erroxs or biases in these data may have aglven rise to biases i:n
the parameter estimates, Such biases, in turn, may have influenced the
policy recommendations derived from model applications, It would be

difficult if not impo=ible to make the analysis robust to such errors,

4,7.3 Methods Adequacy

This work has provided a partial basis for aéagssment of the values and
limitations of Bard's parameter estimation algorithms in modelling studies

of this type. A number of mo ificatlions and additions to these algorithms
have been made, specifically to permit : (1) mapping of abjective function
values and resj_.du.al sums Of squares for specified parameter values; (2} use

of Runge~Kutta iﬁtegratiom (3} computation of derivatives of the objective
function with respect to the parameter values using finlte-difference methods;
{(4) estimation of the limits of the parameter confidence reglon. Thase
additions hau}e enhanced the flexibility of the parameter estimation program,

which hag demonstrated reasonable potential.

The methods have heen employed e estimate optimal sets of parametetrs
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4.7.3 Msthods Adequacy {(contlinued)

for each year 1nd1vidualiy and fo? all years combined. In the yearly exercises,
in which two parameters were estimated, convergence was achieved using the
Gauss-Newton maximization algorithm in from 3 to 7 interations (derivative
evaluations), 8 to 19 objective function evalvations, or from 15 to 33
equivalent function evaluations. When all data were combined and four'para-,
meters were estimated, convergence was reached in 7 iterations, 16 objective
funetion evaluations, or 44 equivalent function evaluations. The nurbers

.
LAV

"of iterations are typical of those required in nonlinear estimation problemaas.
The use of finite-difference methods, as opposed to sensitivity equations,

for computation of derivatives does not appe;r to have impaired convergence
rates. 1In these problems, the objective functions and parameter values

changed fairly rapidly over the first one or two iterations and rapidly ap=~

proached assymptotic values as the solutions were approached,

Moet of the cost of estimating the parameters is attributed to numeri~
cal integration of one set of state variable equations throughout the time .
period for each equivalent function evaluation required. BAs noted ahove,
such costs could become prohibitive as the level of temporal and spatial
resolution in the model increases, The algorithms appear to be most prace
tical for use with aggregated models., If high resolution is not required,
the use of aggregated models offers an additional advantage in that it would
entail the aggregation of observations, which would also serve to remove
some of the measurement error. This, in turn, could improve convergence

rates by rendering the solution a more well-defined region in parameter space.
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4.7.3 Methods Adequacy {continued)

Oone of the most important benefits derived fromuse of the algorithms
is that both the first and second moments of the parameters can be estimated.
These can provide a basis for estimation of the confidence region and for
use of parametér stabllity criteria for model verification. The parameter
and residual covariance matriges can also be used to estimate the covarlance
matrix of model predictions. Comparisons of parametric and residual variance
components can lead to an assessment of the adequacy of the amount of data
employed for parameter estimation purposes. Generally, because of nonlinearity
in the model %nd serial dependence and non-normality in the residuals, the

estimates of the residual and parametric covariance matrices are only approx-

imate. For simple models, better estimates could be obtained using Monte=-

carlo technlques.

Applications of the parameter astimation algorithms should be restricted -
to cases in which the independant or forcing variables are well~known. Blases
in these variables could lead to biases in parameter estimates, a distorted
-plcture of system dynamics, and biases in model predictions and policy recome
mendations, I; such situation, prior parameter estimates, based upon inde-
pendent experihental evidence might be employed, if available, Alternately,
the unknown boundary conditions could bhe treated as unknown parameters and
estimated along with the unknown system parameters, provided that the dimen-

-
sions of the problem do not become excessive, Although not exercised above,

"Excessive” would prcbably be defined by economic constraints. As distri-
buted, the Bard program can handle up to 20 unknown paramsters. By lncreasing
the sizes of the appropriate dimension statements, this upper limit could
Le increased. The feasibility of estimating more than four parameters simul-
taneously has not been demonstrated here, Generally, convergence problems
might be encountered as the number of estimated parameters increases 1f
some or all of the parameters are highly correlated with each other, 2
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' 4,7.3 Methods Adequacy {continued)

the option to include the effecta of prior distributions of parameter esti-
mates on the objective function would seem potentially useful. In such a
‘case, the optimal parameter estimates would be based upon Information obtained
both from the system under study and from independent evidence obtained

from experiments or from other natural systems. The information content

of the prior parameter distributions could improve the convergence properties
of the algorithms, which could be particularly effective when the size of

the unknown parameter vector 1s large,

In approaching parameter estimation problems of this type, prelimi-
nary studies should involve mapping of objective function and residual
sums of squares for obgerved variables over feaslble regions of parameter
gpace. This can provide a feeling for the general location of the solution
and for the shape of the response surface, including the locations of any
local optima. Comparing the residual sums of sqguares for varioue dependent
variables can also be useful as a means of detecting independent variable
errors or modél inadequacies, If such errors or inadequacles are not
slgnificant, and 1f there are no biases in the measurements, minimal sums
of squares faf all predicted variable realduals should all be located in
approximately the same region of parameter space. This type of preliminary
analyeis can élso provide reasonable initial quesses for implementation

of the formal parameter estimation reutine.




4.7.4 Implications fox cutfall Design

Model aimulations indicate that the mode of discharge of the combined
minicipal/industrial effluent could have relatively dramatic effacte on
the degrees of vertical mixing in Onondaga Lake., Discharge into the hypo-
limnion would appafently result in permanent stratification under the hydro-
logio and metéorologic conditions in the 1968 to 1974 pariod: At the other
extreme, simulations indicate that discharge into the epilimnion with an
infinite initfal dilution ratioc would minimize the impact of the industrial
salt leoading and induce & mixing regime substantially more vigorous than
currently exists and not much different from what would exist if the un~
natural salt discharge were eliminated. As discussed in Section'4.7, the
path between these two limiting cases as a function of initial dilution
ratio is uncertain because it depends upon the value of a parameter (a )
whioh cannot be estimated a EE&EEL without a more detailed study of the
hydrodynamics of the ocutfall site. Simulations with a dilution ratio of 16
and a conservqtive value of 1.0 for ay (Case 12), are not greatly different
from simmlations with an infinite inftial dilution ratio (Case 13). If
allowance for this conservatism: is made, it would appear that discharge
into the epilimnion at a dilution ratio of 16 or greater would likely be
equivalent to infinite intial diluticn in that it would essentially destroy
the driving force for sinking of the effluent into the hypolimnion. It
is upclear whether the current plan tc discharge through a shoreline,
surface ocutfall would achieve this level of initial dilution. A ratio
of 16 would not be particularly difficult to achieve if an off-shore

diffuser were employed.
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4.7.41mplications for Outfall Design (continued)

Decreases in density gradients over the course of the 1968~1974 period
have been attributed to : (1) climatolegic variations (possibly including
(a} warmer winters in ;973-74, {b} higher wind speeds in spring of 1974, and
{e) residual efchts of the high flows experienced during Hurricane Agnes
in June of 1972 } and (2) the increased frequency of cooling water withdrawal
from the hypolimnion by Allied Chemical in later years. Some of the watex
quality improvements observed cver this period may have been partial responses
to enhance& mixing rates, These include increased hypolimnic dissolved oxy-

gen levels and reduced dominance of blue-green algas.

These observations suggest that future water quality could be sensitive
to the design of the Metro STP outfall., If the outfall were designed to
achlieve a high rate of initial dilution of the effluent in ambient epilimnic

waters, resultant enhanced mixing could improve hypolimnio oxygen levels. Based

_upon the analysis of Chapter 3, it could also result in somewhat higher

transparencies and a less favorable environment £or the growth of blue~
green algae. Specfic water quality impacts could be more thoroughly in-
vestigated with an expanded model. Increasing the intitial dilution ratio
would sexve-othex purposes by reducing the impact of the effluent in the
immediate discharge ione and possisly abatingaesthetic problems by reducing
the driving force for rapid precipitation of calcium carbonate, as discussed
in Section 4.1. . If economics are considered, it would appear that the
flexibility and relative inexpense of the current plan for a surface, shore~
line outfall are attractive. Should this alternative prove unacceptable

from a lake mixing or aesthetic viewpoint, the analysis here indicates that
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4.7.4 Implications for Outfall Design (continued)

an extended outfall should provide for dilution of the effluent in the

epllimnion, if permanent density stratification 1s to be avelded.

Advective mixing provided 'l:gy cooling water withdrawd from the hypolimnion
and discharge to the epllimnion is significant compared with wind-induced -
mixing rates during r‘n:l.dsl.mmer seasons. Continued use of hypolimnic waters
by Allied Chemical would result in a varlety of environmental and economic
impacts. Allied chlorinates its cooling water to minimize the impact of
reducing compounds on its equi}_:ll;nent?. Enhanced dissolved oxygen levels in
the influent water would lower chlorine demand costs, while simultaneously
permitting constant use of hypolimnic waters, the lower temperatures of
which would reduce wvolume requirements and assoclated pumping costs. If
advective flows into the hypolimnion due to density currents are eliminated
{e.g., Case 13), withdrawal from'the hypolimnion may result in a lower
average thermacline level, a result not derivable directly from the model
because of its constant volume constraints. Allled's withdrawal rate is
about sufficient to lower the thermocline from 6 meters (approximate spring-
time level) to about 10 meters in a 120-day pericd. Coupled with normal
wind-induced thermocline migration, this may cause the hypolimnic volums to
shrink more rapidly during ths summer season than under current condi-
tions, in which the hypolimnion is partially replenished by flow frqm
Ninemlle Creek. The hypolimnion would likely not be destroyed completely
due to cooling water withdrawal, because Allied's deep intake ports would
be exposed to the epilimnion, should the thermocline reach the vicinity

of the l5-meter level.




4-144

REFERENCES -~ CHAPTER 4

9,

.10.

11.

12.

Bard, Y., "A Function Maximization Method with Application to
Parameter Estimation", New York Scientific Center Report
322,0902, I,B.M., May 1967.

Bard, Y., "Nonlinear Parameter Estimation and Programming*,
Program No. 360D-13,6,003, Share Program Library Agency,
Triangle Universities Camputation Center, Research Triangle

Park, N.C., December 1967.

Bard, Y., Nonlinear Parameter Estimation, Academic Press, New
York and London, 1974. .

Banks, R,B., "Some Features of Wind Action on Shallow Lakes",
Journal of the Environmental Enginsering Division, American

Society of Civil Engineers, Vol. 101, No. EE5, pp. 813-B27,

October 1975,

Bella, D., "Dissolved Oxygen Varlations in Stratified Lakes",
Journal of the Sanitary Engineering Division, American Society

of Civil Engineers, Vol. 96, No. SAS, Proc. Paper 7628, pp.

1129-1146, October 1970.

Blanton, J.0., "Vertical Entrainment into the Epilimnia of
Stratified Fakes", Limnology and Ocea.nography, Vol. XVIII,
No. 5, pp. 697-704, September 1973.

Clough, R., Allied Chemical Corporation, Syracuse, New York,
personal communication, 1976.

Dake, J.M.X. and D.R.F Harleman, "Thermal Stratification in
Takes: Analytical and Laboratory Studies", Water Resources

Research, Vol. 5, No. 2, pp. 404-495, April 1969,

Pletcher, R, and M.J.D, Powell, "A Rapldly Convergent Descent
Method for Minimization!, The Computer Journal, Vol. 6, No. 2,

PP 163-168. 1963,

Handbook of Physics and Chemistry, 36th Edition, 1955,

Harleman, D,R.F. and M. Markofsky, "A Predictive Modal for
Thermal Stratification and Water Quality in Reservoirs",
MIT pepartment of Civil Engineering, Laboratory for Water
Resources and Hydrodynamice, Report No. 134, January 1971.

Hoel, P.G., Introduction to Hathématical Statistics, Fourth
Edition, John Wiley and sSons, 1971. '




4-145

REFERENCES ~ CHAPTER 4 (continued)

13.

14,

15,

16.

17.

13.

19.

20,

2],

22,

23.

24,

Huber, W.C. and D.R.F. Harleman, "Laboratory and Analytical
Studies of Thermal Stratification in Reservoirs”, MIT
Hydrodynamies lLaboratory Technical Report No. 112, October
1968.

Huber W.C., D.R.F. Harleman, and P.J. Ryan, "Temperature
Prediction in Stratified Reservoirs”, Journal of the Hydraulics

Division, American Society of Civil Engineers, Vol. 98, Wo. HY4,
Proc. Paper 8839, pp. 645~646, April 1972,

Hutchinson, G.E., A Treatise on Limnology: Vol. 1 - Geography,
Physics, and Chemistry, Wiley, New York, 1957,

International Business Machine Corp., System/360 Sclientific
Subroutine Package, Program No. 360A-CM-03X, Fifth Edition,

1970,

Johnston, J., Econometric Methods, Second Edition, McGraw-Hill
Book Co., New York, 1972,

Kato, H. and O0.M. Phillips, "On the Penetratlion of a Turbulent
Layer Into Stratified Fluid", Journal of Fluid Mechaniecs, Vol.
37' Part 4' PP. 643-655' 1969.

Linsley, R.K., M.A. Kohler, and JF.L.H. Paulhus, Hydrology for
Engineers, McGraw-Hill Book Co., Second Editiom, 1975,

Lorenzen, M. and R. Mitchell, "Theoretical Effects of Artificial
Destratification on Algal Production in Impoundments ",Environ-
mental Science and Technology, Vol. 7, No. 10, pp. 939-944,
October 1973.

O'Brien and Gere, Engineers, "Onondaga Lake Monitoring Program”,
Annual Reports to Onondaga County, Department of Public Works,
1970-74.

O'Brieﬁ and Gere, Englneers, "Supplement to Wastewater Facllities
Report:~ Metropolitan Sewage Treatment Plant Expansion», prepared
for Onondaga County, April 1971..

onondaga County, New York, "Onondaga Lake Study!: US EPA, Water
Quality Office, Publication No. 11000 FAE 4/71, April 1971.

orlob, .G.T. and L.G. Selna, "Temperature Variations in Deep
Reservoirs", Journal of the Hydraulics Divigion, American Society
of Civil Engilneers, Vol. 96, No. HY2, Proc. Paper 7063, pp. 391-
410, Pebruary 1970.




REFERENCES - CHAPTER 4 (continued)

25.

26.

27.

28.

29,

30.

31.

32.

33,

34.

Parker, F.L., B.A. Benedict, and C. Tsai, "Evaluation of
Mathematical Models for Temperature Prediction in Deep Resex-
voirs", National Environmental Ressarch Center, Office of
Research and Development, US EPA, Document No. EPA~660/3-75-0386,

June 1975.

Rooney, J., "Bvaluation of Interim Basin Plan IBP-NY-07-07,
for Lake Onondaga, New York and Project WPC-NY-659 (Syracuse
Metro STP}", EPA Region II Ofice, New York 1973. :

Snedecor, G.W. and W.G. Cochran, Statistical Methods, Sixth
~Edition, Iowa State University Press, 1967.

Snodgrass, W.J., "A Predictive Phosphorus Model for Lakes -
Development and Testing"s Ph.D. Thesis, University of North
Carolina at Chapel Hill, Environmental Sciences and Engineering,
1974, ' -

Stefan, H. and D.E. Pord, "Temperature Dynamics ifi Dimictic

Lakes", Journal of the Hydraulics Division, American Society of
+ Civil Engineers, Vol. 101, No. HYl, pp. 97-114, January 1975.

Sundaram, T,.R., C.C. Easterbrock, K.R. Prech, and G. Rudinger,
"An Investigation of the Physical Effects of Thermal Dilscharges
into Cayuga Lake": Qornell Aeronautical Laboratory, Buffalo,
New York, Report VI-2616-0-2, November 1969,

Sundaram, T.R., R.G. Rehm, and G.E. Merritt, "A Study of Some
Problems on the Physical Aspects of Thermal Pollution”: Cornell
Aeronautical Laboratory, Buffalo, New York, Report VT=-2790-2l,
June 1970,

Sundaram, T.R. and R.G. Rehm, "Pormation and Maintenance of
Thermocline in Temperate Lakes": American Institute of Reronautics

and Astronautics, Vol. 6, No. 2, pp. 1322-1329, 1971.

Sundaram, T,R. and R.G. Rehm, "Effects of Thermal Diacharges on
the Stratification Cycle of Lakes"s American Institute of
Asronautics and Astronautics, Vol. 10, Wo. 2, pp. 204~210,
1972,

Tuarner, J.S, and E.B, Kraus, "A One Dimensional Model of the
Seasonal Thermocline I.AR Laboratory Experiment and its Inter-
pretation”: Tellus, Vol. 19, pp. 88-97, 1967.

4-146




4=-147

REFERENCES ~ CHAPTER 4 ({continued)

35, Turner, J.5., "The Influence of Molecular Diffusivity on
Turbulent Entrainment Across a Density Interface", Jourmal
of Pluld Mechanics, Vol. 33, pp. 639-656, 1968,

36. Thompson, E.S., "Computation of Solar Radiation from Sky
Cover", Water Resources Research, Vol. 12, Wo. 5, pp. 859-
865, October 1976,

37. U5 EPA, Region II, "Environmental Impact Statement on the
Wastewater Treatment Facllities Construction Grants for the

Onondaga Iake Dralnage Basin", May 1974.

a8, U.5, Weather Service, "ILocal Climatolegical pata”, U.S. Depart-
ment of Commerce, 1965-74.

39, Velz, C.J., Applied Stream Sanitation, Wiley-Interscience, New
York, 1970.

40. vVollenweider, R.A,, "Scientific PFundamentals of the Eutrophi-
cation of Lakes and Flowing Waters, with Particular Reference
to Nitrogen and Phosphorus as Factors in Butrophication!.
Organizatlon for BEconomic Ccoperation and Development, Paris,

1970.

37. Walker, W.W., "Techniques for Parameter Estimation in Nonlinear
Dynamic Systems Applied to Two Ecosystem Models", Technical
Paper No. 750512, Onondaga Lake Modelling Project, Environmental
Bystems Program, Harvard University, 1975,

42, HWater Resources Engineers, Inc., "Mathematical Models for the
Prediction of Tharmal Ensrgy Changes in Impoundments", Federal
Water Quality Administration, Water Pollution Control Research
Series 16130 EXT 12169, December 1969, '

43, Wwilliams, J., Introduction to Marine Science, Little and Brown
Co., Boston and Toronto, 1964,

44, Wu, J., "Wind Stress and SBuxface Roughness at Air—Sea Interface,
Journal of Geophysical Research, Vol. 74, pp. 444-455, January
1969,




-

2l

5.0 OVERVIEW

The previous chapters have demonstrated the use of a variety of
quantitative technigues for asgessments of lake water quality problems,
These technicues have been generally characterized in Chapter 1. Rather
than relterate here the specific conclusions already expressed at tha
end of each cﬁapter, it would be of value to summarize what has been
learned about the potential roles and iimitations of thﬁse mathods and

approaches,

Preliminary data analyses have been useful in summarizing important
relationships, both in the cross-sectional studies of Chapter 2 and in
the spatial and temporal studies of Chapter 3. In Chapter 2, marked
stratification of all 1ndépéndent and dependent variabies with lake
trophic state was observed. In Chapter 3, a variety of temporal asso-
ciations were evident. For example, the disappearance of blue-green
algae occurred simultaneously with the reductions in ambient phosphorus
levels, chromium levels, and density gradients. Lake phosphorus concen~
trations decreased simultaneously or immediately following the implemen-
tation of detergent reetrictions, combined sewer maintenance programs,
and diversion of & raw sewage discharge to primary treatment facilities.
Because of the general problem of multicollinearity, either in variables
characterizing different lakes or 1ln events occurring in or around
onondaga Lake, data analyses alone have not provided sufficient bases
for inferences of causation. At a practical leval, we have had to

rely upon independent evidence as a hasis for functional understanding
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5.0 OVERVIEW {(continued)

of system behavior. The empirical modelling approach of Sectien 2.5
would not permit clear separation of the effects of depth and hydraulic
residence time upon lake phosphorus dynamics. Somse more mechanistic
modelling effortas might be helpful in this regard. It is unclear
whether current understanding of milti-species algal population dynam:l.c‘s
would permit us to attribute the apparent disappearance of blue-green
algae from Onondaga Lake to a specific factor. Thus, preliminary data
analyses have provided important descriptive information, but not the

functional understanding required to predict lake behavior.

Regression techniques for estimating puﬁeters have been applied
to linear, nonlinear, and nonlinear/dynamic models. In the last case,
the use of nonlinear programming algorithms has demonstrated reasonable
potential, subjeqt to economic con‘stra:l.nts on model complexity. The
varlety of assumptions inherent in the use of maximum likelihood criteria
for parameter estimation have been discussed in Chapter 1. A difficulty
wvhich has Leen encountered in Chapter 2 and Chapter 4 modelling efforts
concerns the possible effects of arrors (as blas or variance) in the
independent variables on the estimates of the paramater vector and of
the parameter and residual covariance matrices. In Chapter 4, observed
serial corrxelation in the residuals was attributed partially to such
errors. A Monte Carlo approach to this problem would be feasible only
in relatively simple systems. Alternative methods for obtaining prior

astimates of such errors are not well-developed. This tends to emphasize




5.0 OVERVIEW {continued)

the il;lporéance of il;;dépend;a:nt variable data as bases for modelling
efforts. Specification of models, particularly with regard to
complexity, should not be done without considering the quality and
quantity of a.va:l.labie independent vari;ahle data. The s;ime coments
apply to the importance of parameter estimates which are derived

exclusively from prior information.

As a corollary to this, assessments of lake water quality problems
can be particularly dependent upon estimates of the quantities of
materials entering the lake fr_om various sources. Thus, mass flux
boundary conditions represent an important type of independent variable
in these analyses. If a key component 1s identifled {e.g., phosphorus),
in many instances, management pollcy recommendations can be based upon
accurate estimation and comparison of the various problem sources,
without use of a particular lake model, other than the assumption that
the particular component is controlling lake water quality. In other
cases, lake models may be required to estimate the degree of source
control necessary to achleve specific water quality objectives. The
estimation and verificatlan of such models depend upon the accuracy
of source estimates. Thuz, the state-of-the-art of source models, as
discussed in Section 2.3, suggests the importance of source monitoring,

as well as lake monitoring, in providing an analytical basis,

Exror analyses have been useful in assessing model and data




5.0 OVERVIEW (continued)

adequacies and in providing bases for model predictions on probabllistic
terms. 1In Section 1.5, prediction errors were described as conaisting

of three basic components: parameter error, independent wvariable error,

- and residnal error; The last was further dissected into model and

measurement error components. In applications, it has been difficult

to obtain complete separation of these components. For example, if it

is estimated by comparing model predictions with system observations,
residual error actually contains an independent variable error camponent.
Prior estimates of errors in indepéndent variables and in specified
parameters are usually difficult to chtain with mech accuracy. Posterior
estimates of the parameter covariance matrix are likewise approximate in
the case of a nonlinear model, particularly if the residuals are auto-
correlated. It must also be considered that the error equation (1.5~2)
is based upon a first~order approximation. Thus, three factors suggest
the approximate nature of error analyses, particularly in cases of com=-
pléx models: (1)} emearing of error components; (2) the approximate
natures oé tpe parameter, independent variable, and residual covariance
matrix estimates; (3} first-order trunqation of the fundamental equation.
Despite these factors, comparisons of error sources can'atill yield
useful 1nfo?mation for assessing model and data adequaclies, because,

as demnns?rated in Seections 2.5.3 and 4.6.3, the terms of the total
error equation often differ by orders of magnitude., The approximate
nature of:tpe total error estimate for a given model prediction suggests

I

that this’ second moment should not be relied upon too heavily as a basis
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5.0 OVERVIEW {(continued)

for probabllistic projections and rational designs, parficularly if a

relatively complex model is employed,

Generality is a key model attribute., In order to be applied
properly in addr.essing specific management prol:;lems in specific'nal‘:ural
systems, models should be gel'meral enough to be valid both under present
and projected states of the systems. Parameter stability coriteria have
been employed in Chapters 2 and 4 as pari:.tal bases for assesaments of
model generality. The parameters of the phosphorus retention model
developed in Chapter 2 were shown to be stable across lake trophic
states. i'_lhile this model was apparently general encugh to glve unbilaged
predictions in different types of lakes, its validity for simulating
behavior of single lake in time was not substantiated. In Chapter 4,
two prinoipal parameters of the vertical stratification model were
found to be reasonably stable when estimated independently, based upon
data from separate years. However, the model was applied to predict
lake behavior under cond:ll:{.qns of salt disposal which were substantially
different from those under which estimation took place. 'I‘hé theoretical

basis of the model was relied upon to permit its ugse in extrapolating

or projecting system behavior beyond previously observed states. Demon=~

stration that the same model and parameter egtimates could successfully
simulate behavior of a different lake would have provided stronger
evidence for model generality and further justificaticn for its use in

a projective mode.

=D




5.0 OVERVIEW (continued)

The gqualified sucéesses of empiricai approaches have shown that
average water quallty conditlions in a.l cross-gaction of lakes in thé
same gecgraphlcal regqgion can bé assoclated with such factors as
phosphbrus loading, mean de-pth, and hydraulic Egasiderce t:l.me.' However,
the accura;:y and vallidity of these models for use in predioting response
of ;a. given laké to changes in the associated factors have Yet to be
adequately determined. As discussed in Sections 2.4.2 and 2.6, theore-

tical ecosystem models have not as yet demonstrated wide generality for

‘use in eutrcphication assessments, as evidenced by apparent variations

in parameter values appropriate for simulating different lake ecosystems.
This suggests lnadequacies in the data and/or models and indicates that
our ability to project the detalled behavior of a given lake ecosystem

much beyond previously observed states is still rather limited.

Based upon the weaknesses lnherent in these analyses, it would
seem that modelling efforts should strive to demonstrat;;a genarality
both among lakes and along temporal dimems lons within lakes. This
suggests that time sérles data from more than one lake should serve
as a basls for model estimation and ve'r:l.ficaticn.. The success of such
an approach‘wodld depend upon the avallability of adequate data and
upon the feasibllity of expreseing ‘essential functional relationships
in céncise terms, based upon current understanding of lal_ce acosystems.
Applied to key parameters, the estimation techniques demonstrai;.ed aiaove

would parxtially eliminate the necessity of having to use parameter
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5.0 .OVERVIEW (continued)

values _darived from laboratory experiments, the results of which are often
of limited validity under field conditions. The stability of optimal
parameter estimates along temporal dimensions and among lakes could be
used as a partial basis for assessment of model generality. Demonstra-
tion of parameter stability would help to insure that the estimation step
has been more than a curve-fitting exercise and that important functional
asgpects of system behavior have been captured. Comparisons of optimal
parameter estimates with ranges of values found in the literature or
measured experimentally could provide further evidence. However, it is
re-remphasized that demonstration of parameter stabllity or satisfaction
of any criterion for model wyerification” in these non-experimental situ-
ations would not establish model validity, but only test whether that
validity could be rejected. Thus, application of a rigorous battery of
tests would reduce the dependence of model evaluation upon subjective

Judgment, but could not eliminate it entirely.
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APPENDIX B - GRID Displays of Onondaga Lake Water Quality Data
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OATHY-PHASPHORUS
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APPENDIX C- Line Plots of Volume-Averaged Onondaga Lake Water Quality Data
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APPENDIX D -~ Masa Ralances on Onondaga Lake
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Plots of Monthly-Average Meteorologic and Hydrologic Data Used as Boundary C‘.onditions
APPENDIX E - in Simulating Vertical Mixing in cnondaga Take
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