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PREFACE

This report was prepared by Dr. William W, Walker, Jr., Envirommental
Engineer, Concord, Mass., for the US Army Engineer Waterways Experiment Sta-
tion (WES) under Contract No. DACW39-78-C-0053-P006, dated 7 June 1978. Pre-
vious reports in this series, entitled "Empirical Methods for Predicting
Eutrophication in Impoundments,"” include "Report 1, Phase I: Data Base Devel-
opment,"” "Report 2, Phase II: Model Testing," and "Report 3, Phase II: Model
Refinements." The study forms part of the Environmental and Water Quality
Operational Studies (EWQO0S) Program, Work Unit IE, Simplified Techniques for
Predicting Reservoilr Water Quality and Eutrophication Potential. The EWQOS
Program 1s sponsored by the Office, Chief of Engineers (OCE), US Army, and is
assigned to the WES under the purview of the Environmental Laboratory (EL).
The OCE Technical Monitors for EWQOS were Dr. John Bushman, Mr. Earl Eiker,
and Mr. James L. Gottesman.

The study was conducted under the direct WES supervision of
Dr. Robert F. Gaugush and under the general supervision of Dr. Thomas L. Hart,
Chief, Aquatic Processes and Effects Group; Mr. Donald L. Robey, Chief, Eco-
system Research and Simulation Division; and Dr. John Harrison, Chief, EL,
Dr. J. L. Mahloch was Program Manager of EWQOS. The report was edited by
Ms, Jessica S. Ruff of the WES Information Technology Laboratory.

COL Dwayne G. Lee, CE, was the Commander and Director of WES,
Dr. Robert W. Whalin was Technical Director.

This report should be cited as follows:

Walker, W. W., Jr, 1986. "Empirical Methods for Predicting Eutrophi-
cation in Impoundments; Report 4, Phase III: Applications Manual,"
Technical Report E-81-9, prepared by William W. Walker, Jr., Environ-
mental Engineer, Concord, Mass., for the US Army Engineer Waterways
Experiment Station, Vicksburg, Miss.
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CONVERSION FACTOR TABLE

Multiply values expressed in

Concentration (Units, milligrams/cubic meter)*

grams/cubic meter
micrograms/liter
milligrams/liter
parts/billion
parts/million
pounds/gallon

acre-feet/day
cubic feet/second
cubic meters/second

million gallons/day

acres
hectares
square feet
square meters

square miles

feet

inches

Flow (Units, cubic hectometers/year)*

Area (Units, square kilometers)*

Depth (meters)*

By

1.000 x 10°

1.000

1.000 x 10°

1.000

1.000 x 10°

1.198 x 10°

4.502 x 1071
8.931 x 107!
3.154 x 10°

1.382

§.047 * 102
1.000 x 1072
9.294 x 1078
1.000 x 107°
2.590

3.048 x 107"
2,540 x 1072

* Use of conversion factors will provide values expressed in units
given in parentheses.
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EMPTRICAL METHODS POR PREDICTING EUTROPHICATION IN IMPOUNDMENTS

PHASE I11I: APPLICATIONS MANUAL

PART I; INTRCODUCTION AKD BACKCGROUND

This report describes simplified procedures for assessment and predic-
tien of eutrophication-related water quality conditions in Corps of Engi~
neer (CE)} reservoirs. The technicues below are based upon research described
in previeus reports im this series: Report 1, Data Base Development (Walker
1941); Report 2, Model Testing (Walker 1982}; and Report 3, Model Refinement
{(Walker 1983).

Three computer programs have been written to facilitate data reduction
and model implementation, While the assessment procedures and programg can be
"run" based upon the Informatilon contalped in this report, their intelligent
"uge" regquires an understanding of basic modeling concepts and familiarity
with the supporting research, Review of the above research reports and
related references on thls topic {see References and Bibliography) will facil-
itate proper use of the techniques described below.

Eurrophication can be defined as the nutritional enrichment of water
bodies leading to an excessive production of organic materials by algae and/or
agquatic planrs. This process has several direct and indirect impacts on res-
ervoly water quality and beneflcial uses. Common measures of eutvophication
include total nutrient ¢oncentrations (phosphorus and nitrogen), chlorophyili-a
{a measure of algal densicy), Secchi depth {a measure of transparency),
organic nutrient forms (nltrogen and carbon), and hypolimnetic disscolved
oxygen depletion.

The basis of the wodeling approach deseribed below is to relate eutro-
phication symptoms to external nutrient loadings, hydrology, and reserveir
morphometry using statistical wmodels derived from a representative cross sec-—
tion of reservoilrs. For existing reservoirs, the relationships provide a
framework for Interpreting water guallty wmonitoring data and predicting
effects of future changes in external nutrient loadingz., The models can also
be used to predict water gquality conditions in a preposed reservoir,

Three baslc phases are involved in applying the methodolopy to an exist~

ing or proposed reservoir:



a. Analysis and reduction of tributary water quality data.

b. Analysis and reduction of pool water quality data.

c. Model implementation.

A separate computer program has been developed for each phase. The data-
reduction phases are critical steps in the modeling process. Potential pro-
gram applications spill over into other aspects of reservoir operation and
management, including monitoring program design and generalized data analysis.
The model implementation program is designed so that it can be applied to a
single reservoir (mixed or spatially segmented), networks of reservoirs
(hydreologically linked), or collections of reservoirs (hydrologically indepen-
dent}). The last type of application can support regional (district- or
division-wide) comparative assessments of reservoir conditions and controlling
factors,

The report is organized in four parts. Part 1 reviews basic empirical
modeling concepts, presents an overview of the assessment procedures which
have been developed for reservoir application, and summarizes basic data
requirements and recommended monitoring strategies. Part II describes the
FLUX program, which is designed for analysis and reduction of tributary moni-
toring data., Part III describes PROFILE, a program designed for analysis and
reduction of pool monitoring data. Part IV describes BATHTUB, a program
designed for model implementation.

Several levels of involvement are offered to potential users of this
methodology. The following steps are suggested:

Step 1: Review summary informatiom (Part I).

Step 2: Review supporting research and basic reference documents.

Step 3: Review program documentation (Parts II, III, and IV),

Step 4: Review documented output listings,

Step 5: Acquire and install programs on accessible computer
system, Assistance in the acquisition and implementation
of the software is available. Contact:

Dr. Robert F. Gaugush, WESES-A
USAE Waterways Experiment Station
PO Box 631

Vicksburg, MS 39180-0631

Phone: (601) 634-3626
FTS 542-3626

Step 6: Run programs using several sample input files provided.
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Step 7: Apply program to user-defined problems.
The above procedures provide a gradual and logical introduction of the tech-
niques and a foundation for their application in a reservoir management

context,

EUTROPHICATION MODELING TECHNIQUES

Modeling approaches for reservoir eutrophication can be broadly classi-
fied as theoretical or empirical. While one might argue that all models are
empirical, the approaches are distinguished by their levels of empiricism.
General characteristics and limitations of these model types are discussed
below.

Theoretical models generally involve direct simulation of physical,
chemical, and biological processes superimposed upon a simulation of reservoir
hydrodynamics. These methods generally have extensive resource requirements
in terms of input data, computing facilities, and user expertise. They can be
useful for problems requiring high spatial and temporal resolution and/or sim-
ulation of cause-—effect relationships which cannot be represented using sim-
pler models. Their relative complexity does not guarantee that simulation
models are more accurate or more reliable than simplified models for certain
types of applicatioms.

Although based upon theoretical concepts (such as mass balance and
nutrient limitation of algal growth) empirical models do not attempt explicit
simulation of biochemical processes and use simplified hydrodynamic represen-
tations. They generally deal with spatially and temporally averaged condi-
tions. The simple structures, low resolution, limited number of input
variables, and initial calibration to data from groups ¢f impoundments result
in relatively low data requirements. At the same time, the above characteris-—
tics limit model applicability. 1In one sense, empirical models attempt to
"interpolate' the gross responses of a given impoundment, based upon observed
responses of other impoundments and levels of certain controlling variables.
They also provide a quantitative framework for interpreting monitoring data
from a given impoundment and describing eutrophication-related water quality

conditions and controlling factoers both in absoclute and relative terms.
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Empirical Model Structures and Evolution

Empirical prediction of reservoir eutrophication can be described as a
two-stage procedure involving the following types of models:

a. Nutrient balance models. These relate pool or discharge nutrient
levels to external nutrient loadings, morphometry, and hydrology.

b. Eutrophication response models. These describe relationships among
eutrophication indicators within the reservoir pool, including
nutrient levels, chlorophyll-a, transparency, and hypolimnetic oxy-
gen depletion.

Generally, models of each type must be linked to relate external nutrient
loadings to reservoir water quality responses. In the absence of loading
information, however, application of eutrophication response models alone can
provide useful diagnostic information on existing water quality conditions and
controlling factors.

The literature contains a wide array of empirical eutrophication models
which have been calibrated and tested using data from various lake and/or
reservoir data sets. Many of these models, particularly the early ones, were
based primarily upon data from northern, natural lakes. While the equations
and coefficients vary considerably among the lake models, they share the same
sets of variables and basic assumptions, as depicted in Figure I-1l. Inputs to
these models can be summarized in three terms:

a. Inflow total phosphorus concentration. External loading/discharge
rate, a nutrient supply factor.

b. Mean depth. Reservoir volume/surface area, a morphometric factor.

C. Hydraulic residence time. Reservoir volume/discharge rate, a
hydrologic factor.

Empirical nutrient balance models have generally evolved from a simplistic
"black-box" model which treats the impoundment as a continuous stirred-tank

reactor at steady state and the sedimentation of phosphorus as a first-order

INFLOW TOTAL P
MEAN DEPTH \ LAKE

TOTAL P CHL-A SECCH!

HYDRAULIC RESIDENCE TIME /

Figure I-1. Control pathways in empirical eutrophication models
developed for northern lake applications
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reaction. Phosphorus is assumed to control algal growth and other
eutrophication-related water quality conditions. Response models generally
consist of bivariate regression equations relating each pair of response mea-
surements (e.g., phosphorus/ chlorophyll, chlorophyll/transparency, etc.).

In adapting these models for use in CE and other reservolrs (Walker
1981, 1982, 1985), they have been modified to include additional input vari-
ables, controlling factors, and response variables, as depicted in Figure I-2.
Table I-1 compares the variables and assumptions of the reservoir models docu-
mented in this manual, The reservoir modifications are designed to improve
generality by incorporating additional independent variables and controlling
factors found to be important in model testing. Refinements are focused in
the following areas:

a. Effects of nonlinear sedimentation kinetics on nutrient balances.
A second-order kinetic model appears to be more general than a
first—order model for predicting both among-reservoir, spatially
averaged variations and within-reservoir, spatial variations.

b. Effects of inflow nutrient partitioning (dissolved versus particulate
or organic versus Inorganic) on nutrient balances and chlorophyll-a
levels. Because of differences in biological availability and sedi-
mentation rates, reservoir responses appear to be much more sensitive
to the ortho-phosphorus loading component than to the mnonortho

(total - ortho) component,

c. Effects of seasonal variations Iin nutrient loadings, morphometry, and
hydrology on nutrient balances. Pool water quality conditions are
related more directly to seasonal than to annual nutrient balances in
impoundments with relatively high flushing rates.

d. Effects of algal growth limitation by phosphorus, nitrogen, light,
and flushing rate on chlorophyll-a concentrations. Simple
phosphorus/chlorophyll-a relationships are of limited use in

HYPOLIMNET
MEAN HYPOLIMNETIC DEPTH . os:Loerllo: ngrg’

INFLOW TOTAL P

. METALIMNETIC O
INFLOW QRTHO-P s DEPLETION RATE®

TOTAL P

MEAN TOTAL DEPTH
CHLOROPHYLL-A
HYD. RESIDENCE TIME

RESERVOIR

T
INFLOW TOTAL N i
SECCHI

INFLOW INORGANIC N
ORGANIC N
SUMMER FLUSHING RATE

MEAN DEPTH OF
MIXED LAYER

TOTAL P- ORTHO-P

NONALGAL TURBIDITY

Figure I-2., Control pathways in empirical eutrophication models
developed for CE reservoir applications
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Table I-1

Comparison of Lake and Reservolr Fmpizrical Eutrophication Models

Model
Characteristics Lake Models
Input Inflow teotal P concentration
variables Mean depth
Annual hydraulic residence
time
Mean hypolimnetic depth
Spatial Mixed
varviability
Temporal Steady state
wariabilicy
Nutrient Linear
sedimentation {first-ocrder)
kinetics
Factors Phosphorus
controlling

algal growth

Qutput
varlables

Tetal phosphorus
Chlorophyll-a
Trangparency
Hypolimnetic oxygen
depletion

Reservolr Models

Inflow total P concen—
tration

Inflow ortho~-P concen—
tration

Infilow teotal N concen-
tration

Inflow inorganic H cone
centration

Mean depth

Mean hypolimnetic depth

Mean depth of mized
laver

Seasonal hydraviic resi-
dence time

Honalgal turbidicy

Mixed or
spatially segmented

Steady state

Honlinear
{second-ovrder)

Fhosphorus
Nirrogen
Light
Flushing rate

Teotal phosphorus
Total nitrogen
Chlorophyll-a
Transparency
Honortho~phosphorus
Organic nitrogen
Hypolimnetic oxygen
depletion
Metalimnetic oxygen
depletion
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reservoirs because nitrogen, light, and/or flushing rate may also
regulate algal growth, depending upon site-specific conditions.

e. Effects of spatial variations in nutrients and related variables,
as controlled by reservoir morphometric, hydrologic, and nutrient
loading characteristics. Nutrient balance models can be imple-
mented in a spatially segmented framework which accounts for advec-—
tion, dispersion, and sedimentation to predict spatial water
quality variations among and within major tributary arms.

Model structures have been tested against several independent reservoir data
sets. Details on model development and testing are given elsewhere (Walker
1982, 1983).

Applications

Potential model applications can be classified into two general cate-
gories: diagnostic and predictive. Characteristics and limitations of these
applications are described below.

In a diagnostic mode, the models provide a framework for analysis and
interpretation of monitoring data from a given reservoir. This yields per-
spective on eutrophication-related water quality conditions and controlling
factors. Assessments can be expressed in absolute terms (e.g., with respect
to water quality objectives, criteria, or standards) and/or relative terms
(e.g., comparisons with other impoundments, nationwide or regionally). The
data bases used in model development permit ranking conditions in a given
impoundment in relation to other CE reservoirs. Diagnostic applications are
limited to existing reservoirs with appropriate water quality, morphometric,
and hydrologic data.

In a predictive mode, the models are used to project future conditions
in either existing or planned reservoirs. The distinction between the two
types of predictive applications is important. 1In the first case, monitoring
data from an existing reservoir can be used, in combination with the models
and diagnostic analyses, as a "starting point"” for "extrapolation" to future
conditions. Because of the opportunity for site-specific calibration, pro-
jections of future conditions in an existing reservoir are generally subject
to less uncertainty than projections of water quality conditions in a proposed
reservoir.

In a predictive mode, the models can be used to project the long-term,

steady-state responses of a reservoir to changes in controlling variables
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which are explicitly represented. These can be applied to impact assessments
and evaluations of water quality control strategies. For example, future
scenarios involving changes in seasonal or annual mean values of the following
factors can be evaluated:

a. Inflow nutrient concentratioms, particularly total and ortho-
phosphorus and total and inorganic nitrogen.

b. Pool elevation, as it affects mean depth, mixed-layer depth, mean
hypolimnetic depth, and hydraulic residence time.

Inflow volume and changes in hydraulic residence time,

o
4

[f=N

Pool segmentation and its effect on longitudinal nutrient transport
and sedimentation processes, and the spatial distribution of water
quality conditions.

Applications of the first type are of primary importance because control
strategies for reservoir eutrophication are usually focused on external nutri-
ent (especially, phosphorus) supplies.

Examples of impacts and control strategies which cannot be explicitly

evaluated with these models include:

a. High-frequency pool level fluctuations.

b. Changes in outlet levels.

c. Structural modifications, such as the comnstruction of weirs.
d. Hypolimnetic aeration of destratification.

|

Other in-reservoir management techniques, including dredging and
chemical treatment.

In such cases, implementation of the models in a diagnostic mode can provide
useful baseline water quality perspectives; however, simulation or other

approaches must be used for predictive purposes.

Error and Sensitivity Analysis Concepts

The distinction between "error" and '"variability"

is important. Error
refers to a difference between an observed and a predicted mean value. Vari-
ability refers to spatial or temporal fluctuations in concentration about the
mean. Prediction of temporal varilability is generally beyond the scope of
empirical modeling efforts, although such variability is important because it
influences the precision of observed mean values calculated from limited moni-

toring data.
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Because both measurement and model errors tend to increase with concen-
tration scale, errors are most conveniently expressed on normalized or loga-
rithmic scales. This stabilizes variance over the ranges of concentration
encountered, an important requirement for application of common statistical
techniques (e.g., regression). This repert frequently uses the mean coeffi-
cient of variation (CV) as a measure of error. The CV equals the standard
error of the estimate expressed as a fraction of the predicted value. For
example, a CV of 0.2 indicates that the standard error is 20 percent of the
mean predicted value. Assuming that the errors are log-normally distributed
about the predicted value, 95-percent confidence limits can be estimated from

the following equation:
Ym exp (-2CV) < Y < Ym exp (2CV)

where

Y
m

Ccv

predicted mean value

error mean coefficient of wvariation

I

Y = 95-percent confidence range for the mean value
Magnitudes, sources, and interpretations of error are discussed below.

Error CV's for the reservoir model network (Figure I-2) are on the order
of 0.27 for predicting total phosphorus and 0.35 for predicting mean
chlorophyll—-a. According to the above eguation, these statistics translate
into 95-percent confidence factors of 1.72 and 2,00, respectively. In apply-
ing these models in a reservoir management context, limitations imposed by
errors of this magnitude are less severe than immediately apparent because of
the following factors:

a. Despite the relatively wide confidence bands, the models explain

- 91 percent and 79 percent of the observed variances in total phos-
phorus and chlorophyll-a across reservoirs, respectively. This
reflects the relatively wide ranges of conditions encountered and
suggests that the models are adequate for broad comparative analyses
of reservoir conditions (i.e., ranking).

b. Error statistics are calculated from "imperfect" data sets. Errors
are partially attributed to random sampling, measurement, and esti-
mation errors in the input and output (i.e., observed) conditions,
which inflate the total error but do not reflect model performance.

c. Error magnitudes refer to a-priori predictions which are made with-
out the benefit of site-specific water quality information. In
applications to existing reservoirs, prediction errors can be

I=9
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reduced by carefully "tuning' certain coefficients based upon site-
specific monitoring data.

Year-to-year water quality variations induced by climate, hydrology,
loading, and other random factors are substantial in many reser—
voirs. It would be difficult to detect modest errors in predicting
average conditions without several years of intensive monitoring.

Ability to define objective criteria or standards is limited. The
"penalty" or "risk'" associated with modest errors in predicting
average responses may be low when expressed in terms of impacts on
water uses. The measured and modeled variables (chlorophyll-a,
etc.) are reasonable and practical, but imperfect, surrogates for
potential water use impacts.

Ability to predict changes in loading resulting from adoption of
specific management strategies is limited. This applies particu-
larly to implementation of nonpoint source loading controls with
performances evaluated using watershed simulation models. In such
situations, errors associated with predicting reservoir response may
be swamped by errors associated with predicting loadings; i.e., the
reservoir response model may not be the limiting factor in the
analysis,

Error analysis concepts discussed below provide additional perspectives on the

above points.

Differences between observed and predicted reservoir conditions can be

attributed to the combined effects of a number of error sources, as described

below.
a.
bis
[
d.
The user
dent and

Independent variable error. These are errors in the estimates of
model input variables, including external nutrient loadings, flows,
and reservoir morphometry.

Dependent variable error. These are errors in the estimates of mean
observed reservoir water quality conditions, based upon limited
monitoring data.

Parameter error. These errors are attributed to biases or random
errors in the model coefficients estimated from cross-sectional data
sets.

Model error. These errors are attributed to errors in model struc-
ture or effects of factors which are not explicitly represented.

has direct control over the first two error scources (i.e., indepen-

dependent variable error), primarily through design and implementa-—

tion of appropriate monitoring programs and use of proper data reduction

techniques. The last two sources (i.e., parameter and model error) are also

under user control to the extent that the user selects the model(s) deemed

appropriate for specific application. Research (Walker 1981, 1982, 1985) has

been directed at reducing the last two error sources by reviewing, screening,



refining, calibrating, and testing arrays of models which are appropriate for
reservoir applications under specific conditions.

The impacts of errors in specifying model input variables or coeffi-
cients depend upon the sensitivities of model predictions to those inputs.
Sensitivities, in turn, reflect model structure and variable ranges. A sensi-

tivity coefficient can be conveniently expressed as a normalized first deriva-

tive, or as the percent change in a model output variable induced by a
l-percent change in a model input. For example, a sensitivity coefficient of
1.0 would indicate that the output is proportional to the iInput; in this situ-
ation, for example, a 5-percent error in specifying the input would propagate
through the model and cause a 5-percent error in the predicted output. For a
sensitivity coefficient of 0.2, however, a 5-percent input error would cause
only a l-percent output error. Sensitivity coefficients provide insights into
which model variables and coefficients are the most important to measure or
estimate accurately.

Figures I-3 and I-4 display sensitivity coefficients for models
predicting mean phosphorus concentrations in reservoirs assuming first- and
second—-order sedimentation reactions, respectively. In both cases, the output
variable is the error term or the ratio of the observed to the predicted mean
phosphorus concentration. Input variables used to calculate this ratio
include the observed pool concentration, inflow concentration (flow-weighted
over all sources), flushing rate (outflow/ volume), and sedimentation
coefficient.

Sensitivities vary as a function of flushing rate over the approximate
range encountered in CE impoundments (median value for reservoirs used in
model testing = 7/yr. At low flushing rates (or long hydraulic residence
times), sensitivities to the sedimentation coefficient and flushing rate are
relatively high (approaching 1.0 for the first-order model and 0.5 for the
second-order model), This reflects the relative importance of the sedimen-—
tation term in the overall phosphorus balance of the reservoir. At high
flushing rates, sensitivities to the sedimentation coefficient and flushing
rate approach zero for both models. In this situation, the sedimentation
process is relatively unimportant, and modest errors in the specified flushing
rate and/or sedimentation coefficient can be tolerated without having major
impacts on the predicted pool concentration or error ratio. Because the sedi-

mentation coefficient is estimated from highly simplified empirical models
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{whereas the other input terms can be directly measured), its sensitivity
charvacteristics have a strong influence on model performance and uncertainty
over the range of flushing rates.

Figures I-3 and I-4 ave intended primarily to demomstrate sensitlvity
analysis concepts. They also illustrate some Important basic characteristics

of empirical nutrient balance models:

a. Sensitivities are highest for inflow and pool phosphorus concentra-
tions gver the entire range of flushing rates., This emphasizeg the
taportance of monitoring programs (tributary and pool) and data
reduction procedures to modeling efforts.
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b. Because of a higher sensitivity to phosphorus sedimentation, poten-
tial prediction errors are greater for reseyvolrs with lower flush-
ing rates.

While pool nutrient concentrations can be predicted relatively easily from
inflow concentraticns in reservolrs with high flushing vates, predictions of
biological responses (as measured by chlorophyll-a) may be more difficult
because of temporal variability in nutrient levels {induced by storm events,
i, for example) and/or controlling effects of turbidity and flushing rate. The

importance of obtaining accurate inflow and pool concentration estimates for

I-13



model implementation has led to the development of computer programs described
in subsequent sections. FLUX and PROFILE are designed to make efficient use
of tributary and pool monitoring data, respectively, in calculating the

required summary statistics.
SUMMARY OF ASSESSMENT PROCEDURES
Figure I1-5 depicts the basic steps involved in applying the eutrophi-

cation assessment procedures described in this and subsequent sections. The

"pathway" comprises four general stages:

a. Problem identification.
b. Data compilation.

¢. Data reduction,

d. Model implementation.

Once the user has developed a working understanding of the model structures,
assumptions, and limitations by reviewing basic references and supporting
research (see References and Bibliography), most of the effort and cost would
typically be involved in the data compilation and data reduction stages.
Three computer programs have been written to assist at various stages of the
analysis. The functions of these programs are outlined below:

a. FLUX - estimation of tributary mass discharges (loadings) from grab-
sample concentration data and continuous flow records.

|

. PROFILE - display and reduction of pool water quality data.

c. BATHTUB - implementation of nutrient balance and eutrophication
response models in a spatially segmented hydraulic network.

Figure I-5 summarizes the basiec inputs, functions, and outputs of each sup-
porting program. This section provides an overview of each analytical stage.
Details are given in subsequent chapters, along with examples and guidance for

use of the computer software.

Problem Identification

The problem identification stage defines the scope of the modeling
effort. The following factors are specified:
The reservoir, watershed, and water uses.

a.
b. Water quality standards and management objectives.
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PATHWAY PROCEDURES
PROBLEM ® DESCRIBE RESERVQIR AND/OR WATERSHED CHARACTERISTICS
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PREDICTIVE
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Y
MODEL _Hf- i_d
IMPLEMENTATION RUN FLUX PROGRAM RUN PROFILE PROGRAM
® DATA ENTRY & DATA ENTRY
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® DATA STRATIFICATION ® OXYGEN DEPLETION CALCULATIONS
® LOADING CALCULATIONS: ® MIXED-LAYER SUMMARIES
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CATA
REDUCTION

RUN BATHTUEB PROGRAM

® SEGMENTATION

¢ SUBMODEL SELECTION:
NUTRIENT BALANCE
EUTROPHICATION RESPONSE

® DATA ENTRY

& CALIBRATION AND TESTING

® SENSITIVITY ANALYSIS

® ERROR ANALYSIS

® APPLICATIONS:
DIAGNOSTIC
PREDICTIVE

Figure I-5. Assessment pathways
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¢. Whether the regerveolr is existing or planned,
d. Specific management strategles or impacts to be evaluated,
e. Types of evaluatious to be performed.

(1} Ddagnostic.
{2} Predictive.
£, Classes of medels to be used.

{1) Wutrient balance,

{2} Eutrophication regponse,
If the analysis is not directed toward evaluating specifilc management strate-
gles or impacts, the general objective way be to develop perspectives on
regervoir water qualirvy conditions and controlling factors as part of a "diag-
nostic" study. This may lead, in turn, to future evaluations of specific man=-
agement strategies designed for water guality coatrol.

Two general types of evaluations may be performed, In a diagnostic
mode, the models are used as a framework for intevpreting monitoring data from
the reservolr and/or its tributaries. A diagnestic study provides insights
into factors controlling algal preductivity and rankings of trophic state
indicators versus water quality critevis and/or data from cther CE reservoirs.
In a predictive mode, the models are applied to predict future conditions in a
planned reserveilr or in an existing reserveilr undergoing changes in nutrient
loading regime and/or other controlling factors.

Model classes are determined by the types of analyses to be performed.
Both nutrlent balance and subtrophication response models are required for a
predictive analysis, Diagnostic studies of existing reservoirs can be based
exclusively upon response models and pool water quality data; this provides a
basis for defining existing conditions and controlliing factors, but not for
evaluating watershed/reservoir or lead/response relationships, Monitoring
requlrements are generally more stringent for implementing nutrient balance
medels than for implementing eutvophication response models.

Regsponse models and prol monitoring data may be used in preliminary
diagnostic studies and, depending upon results, may be followed by more
elaborate nutrient balance mouitoring and wodeling of priority projects. FPri-
orities can be established based upon the severities of existing
entrophication-related problems (1f any), intensities and tvpes of water use,
and potential for future improvement or degradation owlng to changes in load-

ing regime.



Data Compllation

As shown in Figure I-5, data compilation occurs in two general areas.

The reservoir data required for implementation of eutrophication response

models include morphometric characteristics, outflow hydrology, and pool water
quality obtained over at least one complete growing season (three preferred).

The watershed data required for implementation of nutrient balance models

include basic watershed characteristics (e.g., subwatershed delineations,

topography, geology, land uses, point source inventories) and tributary flow
and nutrient concentration data taken at reservoir entry poilnts over at least
one full water year (three preferred}. Detalls on data requirements and sug-

gested monitoring designs are given later in this Part.

Data Reduction

In the data reduction phase, pocl and tributary water quality data are
reduced or summarized in forms which can serve as model input, Since the
models generally deal with conditions averaged over a growing season within
defined reservoir areas (segments), data reduction involves the averaging or
integration of individual measurements, sometimes with appropriate weighting
factors.

The FLUX program is designed to facilitate reduction of tributary inflow
monitoring data and reservoir discharge monitoring data. Using a variety of
calculation techniques, FLUX estimates the average mass discharge or loading
that passes a given tributary monitoring station, based upon grab-sample con-
centration data and a continuous flow record., DPotential errors in the esti-
mates are also quantified and can be used to: (a) select the '"best" or
least—error loading estimate, (b) assess data adequacy, and (c) improve future
tributary monitoring efficiency via optimal allocation of sampling effort
among seasons and/or flow regimes. Graphic displays of concentration, flow,
and loading data are also provided for diagnestic purposes.

The PROFILE program facilitates analysis and reduction of pool water
quality data from existing reservoirs. A variety of display formats are pro-
vided to assist the user in developing perspectives on spatial and temporal
water quality variatioms within a given reservoir. Algorithms are included

for calculation of hypolimnetic oxygen depletion rates and for robust
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estimation of area-weighted, surface-layer mean concentrations of nutrients,
and other response measurements used in subsequent modeling steps. Future
versions of PROFILE will incorporate methods for evaluating and optimizing

sample allocation for pool monitoring efforts.

Model Implementation

The BATHTUB program permits application of empirical eutrophication
models to morphometrically complex reservoirs or to collectionsg of reservoirs.
The program performs water and nutrient balance calculations in a steady-
state, spatially segmented hydraulic network which accounts for advective
transport, diffusive transport, and nutrient sedimentation. Eutrophication-
related water quality conditions (expressed in terms of total phosphorus,
total nitrogen, chlorophyll-a, transparency, organic nitrogen, particulate
phosphorus, and hypolimnetic oxygen depletion rate) are predicted using empir—
ical relationships previously developed and tested for reservoir applications
(Walker 1983).

To reflect data limitations or other sources of uncertainty, key inputs
to the model can be specified in probabilistic terms (mean and CV)., Outputs
are expressed in terms of a mean value and CV for each mass balance term and
response variable. Output CV's are based upon a first-order error analysis
which accounts for input wvariable uncertainty and inherent model error.

As shown in Figure I-5, applications of BATHTUB would normally follow
use of the FLUX program for reducing tributary monitoring data and use of the
PROFILE program for reducing pool menitoring data. Use of the data reduction
programs is optional if independent estimates of tributary loadings and/or

average pool water quality conditions are used.

DATA REQUIREMENTS

This section outlines general Iinformation requirements for model imple~

mentation. Needs are described in the following areas:

a. Watershed characteristics.

b. Water and nutrient loadings.

c. Reservoir morphometry.

d. Pool water quality and hydrology.
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Before describing each avea in devail, it {s appropriate to discuss some gen-
eral concepts and guldelines that may be helpful in the design of a reservoir
study.

In a typical program, most of the effort and cost would be expendad in
the critical data-gathering phase. Information sources would generally
include project design memoranda, basin planning reports, historical hydro-
logic and water quallty data, and water quallty data gathered specifically for
the study. Data requirements can be given rather explicitly, as determined by
the list of model input variables. Specific data sources and monitoring pro-
gram designs camnot be dictated, however, because they are Influenced by
unlque aspects of each reservoir and 1ts watersheds, the extent of existing
data, logistic censiderations, and study resources.

Compilation and review of existing data are important initial steps in
conducting 4 reservoir study. Preliminary application of models using exist-
ing data {(even if inadequate) can highlight data strengths and weaknesses and
help to focus future monitoring activities., In some cases, existing data may
be adequate to support modeling efforts. When existing data are dinadequate or
unavallable, a phased monitoring program is gensrally indicated. The first
phase involves a small-scale program designed to obtain preliminary data for
use Iin designing efficient monitoring programs for subsequent vyears, A phased
study can be a relatively cost-effective means of data acqguisition,

Given specific cobjectives (e.g., estimated annual total phosphorus load-
ing or growing-season mean chlorophyll-a concentrarion in an existing reser~
voir), statistical metheds can be applied teo improve monitoring efficiency,
subject to logistic and economic constraints measured by the amount of uncer-
tainty {variance} in the deslred summary statistic (e.g., loading or
reservoir-mean concentration) fer a given level of effert {cost or number of
samples}., Monltoring efficiency may be dmproved by optimizing the allocation
of sampling effort. Ezamples of such optimization procedures include:

a. Allocation of samples among flow regimes to estinmate loadings from a
given tributary.

. Allocatlen of samples among tributaries fo estimate toral reservoilr
loading.

¢. Alleocation of samples among stations, depths, and dates to estimate
reservoir-mean concentrations.

s, Phased studies or useful existing data bases are reguired to implement these

cptimization procedures., Because of logistic constraluots, wultiple monitoring
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objectives, and other factors, "optimal” designs are rarely implemented;
instead, they can be used te indicate appropriate directiong for adjusting

existing sampling designs.

Watershed Characteristics

Basic watershed information is used in rhe development and interpreta~
tien of nutrient loading snd hydrolegic data, in the design of tributary mon~
itoring programs, and in the assessment of problem sources and control
srrategies. Maps (US Geological Survey topographic or other) are the most
ugeful formats for this type of information. Separate maps {(or a geries of
transparent overlays) can be used to summarize the following types of water~
shed Information:

2. Elevation contours,

b. Bubwatershed delineatlons.
c. Dominant land uses.
d. Swvil types.

{1) Hydrologic soil groups.
{2} Erosion potential.

. Ppint sources.

(KR

. Monitoring statlen locations,

Aerial photos, vegional planning agencies, design memoranda, and/or published
basin reporte are generally useful sources of watershed information. Solls
information would also be available from the Scoil Conservation Service, The
information should be summarized in 2 tabular form by subwatershed,

Land uses, soil types, topography, and point sources are important fac-
tors in determining runoff and nutrient export from a given subwatershed.
This type of Information is used to:

a. Design tributary monitoring programs (place stations).

b. Interpret watershed moanitoring data (compare wonitored runoff and
loads from different subwatersheds to develop perspectives on
reglonal land use/nutrient-export relationships).

¢. Estimate loadings from unmonitored watersheds {uge land use/
mutrient~export factors or proportion monitored loads from a nearby
watershed with similar land uses and soil types, based upon drainage
areal.



Projected future land use and point source distyibutions are also required for
model applications involving predictionsz of future development or reservelr

managenent scenarios.

Water and Nutyient Loadings

The formulation of water and nutrient balances for the reservoly is a
eritical step in the empirical modeling process. The following components are
of conceyns:

Water,

jor I

. Total phosphorus.

frs

. DBissolved ortho-phosphorus,

=N

. Tetal nitrogen.

€. Total inorganic niltrogen.
While nitrogen balances are desirable, they may be bypassed if moniteoring data
and/or preliminary mass balance calculations indicate that the reservoir is
clearly net nitrogen—~limited under existing and future loading conditions.
The orthe-phosphorus and inorganic nitrogen (ammonia, nitrate, and nitrive)
loading cowmponents are reguired for (optional) implementation of nutrient sed-
Imentation nodels which account for the Vavallability™ or partitioning of
total nutrient loads betwsen dissolved and particulate {or inorganic and
organic) fractions.

The nutrient species listed above correspond to those monltored by the
US Environmental Protection Agency (EPA) National Eutrephication Survey, the
primary data source used in model development and testing, Monitoring of
other species (particularly, total dissolved phoaphorus) may be desirable for
defining inflow nutrient partitioning and avallability, ZEecause of existing
dara constraints, however, the models are based upon the above species,

Generally, balances should be formulated over both anmual and seasonal
{May-Beptember) time perlods. Anwmual balances should be calculated on 2 wateyx
year (versus calendar year; basis. While traditienal nutrient loading models
deal with annual time scales, seasonal loadings are bettey predictors of troe—-
phic status in many reservoirs. The methodologles presented in subsequent
sections can be applied separately to annual and seasonal zﬁtrient balance
data. Wutrient residence time criteria are used to assess the appropriate

time scale for esach reservolr.



The nominal definition of seasonal (May-September) can be adjusted in
apecific applications, depending upon seascnal variations in inflow bydrology
and, especially, pool level. For example, if a full recreational pool were
maintained June threugh August and much lower elevations were maintained
during other months for flcod control purposes, then a June-August time scale
may be more appropriate for seasonal nutrient balances., Generally, seasonal
balances are unimportant dn projects with little or no Inflow or cutflow dur-
ing the summer months, The formulation of beth seasonal and annual balances
ig generzlly recommended for all applications and does not substantially
increase monitoring requirements, since hoth sets of loading estimates can be
derived from the same monitoring program,

For each component and time scale, a control volume is drawn around the
raservoir {or reservolr segment) and the following mass balance rerms are
quantified:

a. Total inputs.

k. Total ocutputs.

¢. Inecrease In storage.

d, Het loss.

Table I-2 outlines the gpecific elements of egach term and general data
spurces. Since water is conmservative, the net loss term in the water

balance {estimated by difference) reflects ervorg in the estimates of the
other water balance terms. For nutrients, the net loss term can be estimated
by differsnce or, in a predictive mode, by using empirical outrient sedimenta~
tion models which have been calibrated and tasted for reservoir applications.

In general, direct monitoring is recommended to quantify major £low and
putrient sources, Table I-3 gsumparizes "minimal®™ and "desirable' designs for
tributary monitoring programs and methods for quantifying other loading com—
ponents. These are intended as general guldelines to be modified based upon
site-spaecific conditions. The basic design for major tributaries armd outflows
congists of continucus flow monitoring and & combination of periedic grab-
gsanpling and event monltoring for concentration, A sampling program welighted
roward hilgh-flow regimes is generally desirable for estimarion of loaddngs.
The multiple objectives of estimating both annual and seasonal loadings should
be considered in designing surveys. The FLUX program can be applied to his-

torical and/or preliminary monitoring data to assist in sampling design.
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Table I-2

Mass Balance Terms and Data Sources

Mass Balance Terms General Data Sources
Inputs
Gauged tributaries Direct monitoring
Ungauged tributaries Drainage area approximations

Watershed models

Direct point sources Direct monitoring
Per capita loading factors

Shoreline septic systems Per capita loading factors
Hydrogeologic studies

Direct ground-water inputs Hydrogeologic studies

Atmospheric Local precipitation data
Regional atmospheric loading rates

Outputs

Qutflows and withdrawals Direct monitoring

Evaporation Local climatologic data
Increase in storage Pool elevation and morphometry data
Net loss Calculated by difference

Represents error in water balance
Empirical nutrient sedimentation models
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Table I-3

Minimal and Desirable Designs for Tributary Monitoring Programs

FEATURE

MIN!MAL DESIGN

DESIRABLE DESIGN

COMMENTS

DURATION OF WATER AND
NUTRIENT BALANCE
MONITORING

ONE WATER YEAR {OCTOBER - SEPFTEMBER)
COUPLED WiTH POOL MONITORING

THREE WATER YEARS

DETERMINED PARTIALLY BY EXTENT OF
YEAR-TO-YEAR VARIABILITY IN
HYDROLOGY AND NUTRIENT LOADINGS

TRIBUTARY DISCHARGE
LOCATIONS

MAJOR FLOW SOURCES AND OUTFLOWS

ALL TRIBUTARIES AND QUTFLOWS

PRICRITIZE BASED UPON WATERSHED SIZE

TRIBUTARY DISCHARGE
FREQUENCY

DAILY/EVENT-BASED

CONTINUOUS MONITORING

TRIBUTARY WATER QUALITY
LOCATIONS

MAJOR LOAD SOURCES AND QUTFLOWS;
AS CLOSE TC RESERVOIR AS POSSIBLE

ALL TRIBUTARIES AND OUTFLOWS

MONITOR AT LEAST 75% OF TOTAL LOAD
PRIORITIZE TRIBUTARIES WITH,
LARGE WATERSHEDS.
HIGH LAND USE INTENSITY, AND/OR
SIGNIFICANT POINT SOURACES

TRIBUTARY WATER QUALITY
COMPONENTS

INSTANTANEOUS FLOW
TOTAL AND ORTHO-PHOSPHORUS
ORGANIC AND INORGANIC NITROGEN

ADD:
TOTAL DISSOLVED PHOSPHORUS
SUSPENDED SOLIDS

NITROGEN SPECIES PASSED OR SAMPLED LESS
FREQUENTLY, IF CLEARLY NOT LIMITING
BASED UPON POOL MONITORING AND/OR
PRELIMINAARY NUTRIENT BALANCES

TRIBUTARY WATER QUALITY
FREQUENCY

BIWEEKLY (NOMINAL)
SUPPLEMENTED WITH EVENT SAMPLING
MONTHLY FOR MINOR LOAD SOURCES

WEEKLY (NOMINAL)
CONTINUOUS STORM EVENT MONITORING
BIWEEKLY FOR MINOR LOAD SOURCES

CHARACTERIZE ANNUAL AND SEASONAL LOADINGS
ADJUST FREQUENCIES ACCOADING TO"
RELATIVE MAGNITUDE ({IMPORTANCE) OF LOAD,
TEMPORAL VARIABILITY IN LOAD AND FLOW,
FLOW/CONCENTRATION DYNAMICS,
GUIDANCE FROM FLUX PROGRAM

UNGAUGED WATERSHEDS/
LOCAL DIRECT RUNOFF
FLOWS AND LOADINGS

ACCOUNT FOR LESS THAN 25% OF TOTAL LOAD
ESTIMATE BY ORAINAGE AREA PROPORTIONING
USING MONITORED EXPORT RATES FROM
AEGIOMAL WATERSHEDS WITH SIMILAR
LAND USES AND GECLOGY

ACCOUNT FOR LESS THAN 10% OF TOTAL LOAD
SUPPLEMENT WITH DIRECT RUNOFF MONITORING
AND/OR INDEPENDENT WATERSHED MODELING

DEVELOP PERSPECTIVES ON RUNOFF RATES AND
CONCENTRATIONS THROUGH REGIONAL DATA
BASES

DIRECT POINT SOURCES

ESTIMATE FROM TYPE OF SOURCE, PLANT SIZE,
TREATMENT PROCESS. AND LITERATURE
VALUES FOR EFFLUENT CONCENTRATIONS OR
PER-CAPITA LOADING FACTCRS

SOURCE-SPECIFIC

24-HR, FLOW-WEIGHTED COMPOSITES

SUFFICIENT SAMPLES TO CHARACTERIZE
SEASONAL AND ANNUAL LOADS

SAMPLING DESIGMN SHOULD CONSIDER EFFECTS OF
OF DAILY, WEEKLY, SEASONAL VARIATIONS IN
LOAD FROM MUNICIPAL/INDUSTRIAL DISCHARGES

MONITOR OIRECTLY IF SIGNIFICANT PORTION
OF TOTAL LOAD

SHORELINE SEPTIC TANKS

ESTIMATE FROM USE INTENSITY ANO TYPICAL
PER CAPITA LOADING FACTORS

ADJUST ACCORDING TO SCIL CHARAGTERISTICS
DESIGN. AND MAINTENANCE PRACTICES

DIRECT MOMNITORING

USUALLY UNIMPORTANT

ATMOSPHERIC LOADING

USE LITERATURE VALUES,
REGIONAL IF AVAILABLE

MORITOR DIRECTLY OVER ANNUAL PERIOD
CAPTURE DRY-FALL AND WET-FALL

USUALLY UNIMPORTANT, EXCEPT IN PROJECTS
WITH LOW SURFACE OVERFLOW RATES AND
LOW TRIBUTARY INFLOW CONCENTRATIONS

GROUND=- WATER LOADINGS

SITE-SPECIFIC

SITE-SPECIFIC
HYCROGEOLOGIC STUDIES

USUALLY UNIMPORTANT
POSSIBLE SIGNIFICANCE INDICATED
B8Y ERRORS IN WATER BALANCE

PRECIPITATION AND
EVAPQRATION

USE SEASONAL AND ANNUAL PRECIFITATION
DATA FROM NEARBY WEATHER STATION

LITERATURE VALUES FOR SEASONAL AND
ANNUAL EVAPORATION RATES

ONSITE MONITORING
LOCAL PAN EVAPORATION STUDIES AND
AND PRECIPITATION GAUGES

USED IN DEVELOPING WATER BALANCE
USUALLY INSENSITIVE. EXCEPT IN PROJECTS
WITH LOW SURFACE OVERFLOW RATES




While balances are formulated for the study (monitored) period, a his-
torical hydrologic record is desirable to provide perspective on study condi-
tions in relation to long-term averages and extremes. Long—term hydrologic
records are usually available for reservoir discharge sites and major tribu-
tary inflows. If not, records from a nearby, long-term statiom, possibly
outside the watershed(s), can be correlated with monitoring data from study

sites and used to extrapolate the record,

Reservoir Morphometry

Reservoilr morphometric information is required for nutrient balance and
eutrophication response models. It is usually readily available from project
design memoranda and other sources., A map indicating the following basic
information is useful:

. Distance scale.

i

o

. Shoreline for typical and extreme pool levels.

. Bottom elevation contours or soundings.

lew 10

. Tributary inflows and any direct point sources.
e. Pool and tributary monitoring station locatioms.
The following morphometric data should also be compiled in tabular form:
a. Elevation/area volume table.
b. Typical operating pool elevations (rule curve).
¢. Reservoir bottom elevation at each pool sampling statiom.

d., Volumes, surface areas, and lengths of major reservoir seg-
ments at typlcal operating elevations,

This information is used in data reduction (PROFILE) and modeling (BATHTUB).

Pool Water Quality and Hydrology

In studies of existing reservoirs, pool water quality and hydrologic

data are used for the following purposes:

a. Assessment of existing trophic status, related water quality
conditions, and controlling factors.

b. Model testing and calibration.
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Expressed in terms of model variables, the primary objectives of the
monitoring program are to obtain the data required for calculation of growing-
season, mixed-layer, mean concentrations of the following variables:

a. Total phosphorus.

b. Dissolved ortho-phosphorus.

c. Total nitrogen.

d. Total inorganic nitrogen.

e. Organic nitrogen.

f. Chlorophyll-a (corrected for phaeophytin).

Transparency (Secchi depth).

o

In stratified reservoirs, another primary objective is to estimate hypolim-
netic and metalimnetic oxygen depletion rates. Secondary objectives are to
develop perspectives on spatial variations, vertical stratification, basic
water chemistry, and other variables which are directly or indirectly related
to eutrophication.

General guidelines for designing poocl monitoring programs are outlined
in Table I-4. Basic design features include component coverage, station loca-
tions, sample depths, temporal frequency, and duration. An appreciation for
spatial and temporal variability of conditions within the reservoir may be
obtainable from historical data and can be very useful in designing future
surveys.

The objectives of identifying spatial gradients and calculating
reservoir-mean conditions suggest somewhat different emphasis for station
placement. Generally, horizomtal variations parallel to the net advective
flow along the main axis of a major tributary arm are much more important than
variations perpendicular to the flow. If they exist, longitudinal gradients
in nutrients, algal biomass, and transparency are usually steepest in upper
pool areas; this suggests that stations should be more closely spaced in upper
pool areas to permit adequate resolution of gradients., Most of the reservoir
volume, however, is usually located in the lower pool areas, where width and
depth tend to be greater and spatial gradients tend to be less pronounced;
this suggests a greater emphasis on lower pool stations for the purposes of
calculating reservoir means. Because of these trade-offs, it is difficult to
use a statistical approach for optimizing station placement within a given

reservoir,
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Table I-4

General Guidelines for Designing Reservoir Pool Monitoring Programs

FEATURE

MINIMAL DESIGN

DESIRABLE DESIGN

WATER QUALITY
COMPONENTS

TEMPERATURE DISSOLVED OXYGEN
TOTAL P QRTHO-P

ORGANIC N AMMONIA N
NITRITE+NITRATE N TRANSPARENCY
ALKALINITY pH

CONDUCTIVITY TURBIDITY

CHLOROPHYLL-a (CORRECTED FOR PHAEQPHYTIN)
DOMINANT ALGAL TYPES

ADD:

TOTAL SILICA TOTAL ORGANIC CARBON
TOTAL IRON TOTAL MANGANESE
TRUE COLOR SULFIDES

SUSPENDEC SOLIDS (TOTAL AND ORGANIC)
OXIDATION REDUCTION POTENTIAL
ALGAL CELL COUNTS [ASU) BY TYPE

STATION LOCATIONS

MINIMUM OF THREE STATIONS/RESERVOIR
(NEAR-DAM, MID-POOL. UPPER-FPOOL)

DISTRIBUTED ALONG THALWEG OF EACH
MAJOR TRIBUTARY ARM WITHIN POOL
IN REPRESENTATIVE AREAS

MAXIMUM DISTANCE BETWEEN STATIONS
ALONG THALWEG = 20 KM

ADD STATIONS IN SMALLER TRIBUTARY
ARMS AND EMBAYMENTS

CRITICAL RESERVOIR USE AREAS

ABOVE AND BELOW JUNCTIONS OF MAJOR
TRIBUTARY ARMS

MAXIMUM DISTANCE BETWEEN STATIONS
ALONG THALWEG = 10 KM

IT)URATION QF SAMPLING

ONE GROWING SEASON
(TYPICALLY APRIL - OCTOBER)
BRACKET STRATIFIED PERIOD. INCLUDING
1 ROUND EACH DURING SPRING AND FALL
ISOTHERMAL PERIODS

THREE GROWING SEASONS

FREQUENCY - LAB SAMPLES

MONTHLY OR BIWEEKLY

BIWEEKLY OR WEEKLY

DEPTHS - LAB SAMPLES

MIXED-LAYER COMPOSITE
OEPTH-INTEGRATED HOSE SAMPLING

UNSTRATIFIED RESERVOIRS:
SURFACE, MID-DEPTH, 1 METER OFF B8OTTOM
STRATIFIED RESERVOIRS:
3 SAMPLES IN MIXED LAYER
1 SAMPLE IN THERMOCLINE
3 SAMPLES IN HYPOLIMNION
1 METER FROM TOP OF. HYPOL,
MID-DEPTH
1 METER OFF BOTTOM

FREQUENCY - FIELD PROFILES

UNSTRATIFIEC RESERVOIRS.
TEMPERATURE
DISSOLVED OXYGEN

UNSTRATIFIED RESERVOIRS:
SAME AS LAB SAMPLES

STRATIFIED RESERVOIRS:
BIWEEKLY IN SPRING TO EARLY SUMMER
(UNTIL ONSET OF ANOXIA). THEN MONTHLY

UNSTRATIFIED RESERVOIRS:
SAME AS LAB SAMPLES

STRATIFIEO RESERVOIRS
WEEKLY IN SPRING TO EARLY SUMMER
(UNTIL ONSET OF ANCXIA), THEN BIWEEKLY

DEPTHS - FIELD PROFILES
TEMPERATURE
DISSOLVED OXYGEN

1-METER INTERVALS
TOP TO BOTTOM

INCREASE SPATIAL FREQUENCY IN
THERMOCLINE AND OTHER ZONES
WITH STEEP GRADIENTS

RESERVOIR HYDROLOGY
SURFACE ELEVATION
QUTFLOW VOLUMES

MONTH-END VALUES
MONTHLY TOTALS

DAILY VALUES
DAILY TOTALS




Given multiple sampling objectives, a reasonable design rule is to dis~
tribute stations throughout representative areas of the reservoir. The size,
morphometric complexity, and loading distribution of a reservoir largely
determine the required number of stations. A wmindimum of three stations
{upper~pocl, midpool, and near-dam) are reccmmended for small proiects with
simple morphometry. Based upon reservoir morphometfric imformation, weighting
factors can be applied te data from each station in calculating area-weighted
reservoir means (see PROFILE).

To provide bases for characterizing variability and developing robusy
staristical summaries, surveys should be designed to provide replication (some
overlap in Iinformation content) of measurements made Iin each rvegerveir area or
segment during each sawmpling round. There are several wavs in which replica-
tion can be builet into survey designs, including:

a. HMultiple sampling at a given date, station, and depth.

. Multiple sawpling with depth within the mized layer at a given date
and station.

. Multiple sampling stations within z given reservodlr segment or ares.

o
d. High remporal sampling frequencies, permitting aggregation of data
from adjacent sampling dates,

In designing surveys, combinations of the above strategles can be emploved to
provide data which dpeclude at least three measurements for each reservoir seg-~
ment and sampling round. In the "desirable” design (see Table I-4), three
samples are suggested within the nixed layer for esach station and date, Bince
the stratum is mized, on the average, the three samples can be trested as rep-
licates. OCther strategies listed above can be used in conjunction with depth
sampling to provide replication, Another monitoring objective ds to sample
each station on each sampling round; this greatly simplifies reduction of the
data and error analyeis, as implemented in the PROFILE program.

Agsuming representative station distribution and proper eampling and

"precision” of a mean, surface-layer, growing-

analytical techniques, the
season value depends largely upon the number of sampling rounds and the inhsr-
ent temporal variabilities of water qualify compenents in the reservoir being
studied. For sampling periods of roughly a week or longer, the variance of
the mean ls roughly inverssely proportional to the number of rounds. Based
upon analvses of varlance applied to model development date sets (Walker 1980,

1981}, temporal variance components of phosphorus, transparency, and



chlorophyll-a are typically 0.31, 0.33, and 0.62, respectively, expressed as
CV's. Figure I-6 shows the estimated accuracies of reservoir mean concentra-
tions computed from sampling designs with between 1 and 30 sampling rounds
over a range of temporal CV's. The "value" of each additional round, as mea-
sured by the reduction in the mean CV, decreases as the total number of rounds
increases. This table provides a rough perspective on design sensitivity and
a basis for interpreting the reliability of data from historical monitoring
activities, provided the sampling regimes were both specified and
representative.

The "adequacy" of a given monitoring program is partially determined by
the precision of the mean concentration estimates calculated from the data.
Because of the limited pool sampling schedule employed by the EPA National
Eutrophication Survey (3 to 4 sampling rounds per growing season), typilcal
error CV's were on the order of 0.18 for mean total phosphorus, 0.18 for mean
transparency, and 0.28 for mean chlorophyll-a. More precise estimates (e.g.,

mean CV's less than 0.10 for nutrients and transparency and 0.15 for mean
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0 02 04 0.6 08 1.0
Y I I |
Cy

3 - Of Me — BIMONTHLY
7] ) o, An
w 5 —
E 0\
a 0_‘90 — MONTHLY o
o] 5
= w
2 3
g 10 <o E
o —| BIWEEKLY a
o Z
< 3, z
g |- :
g 7
z 2" 2

©
o = WEEKLY
10 | \ | (- | | |
TYPICAL VALUES FOR CE RESERVOIRS
CHL-A @

TOTAL P ———@p——————
SECCHI —y——

Figure I-6. Estimated accuracy of reservoir mean concentration
computed from sampling designs with between 1 and 30 sampling
roundg over a range of temporal CV's
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chlorophyll-a) are desirable for model applications in & reservoir management
context,

The purpose of sampling in and below the thermocline (Table I-4) 1z to
provide Infermatlon on vertical stratiflcarion and the accumnlation and trang-
formation of mutrlents within the hypolimnion. Many loportant secoundary water
quality effects of eutrophication are expressed in bottom waters, Including
oxygen depletion, development of reducing conditions, nutrient accumulation,
iron and manganese releasesg, and sulfide and ammonias generation. While
nutrient data from the hypeliandon are not used exclusively In the modsls,
they are ilmportant for developing ap understanding of nutrient cyeling and
reservolir processes, Since metalimnetiec and hypolimnetic samples are less
important for trophic state assessment and wmodel implementation, however, sam-
pling frequencles im and below the thermocline can be lower than those used
for the mixed layer.
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PART II: FLUX — REDUCTICN OF TRIBUTARY MONITORING DATA

FLUX is an interactive program for estimating loadings or mass dis-
charges passing a tributary or outflow monitoring station over a given period.
These estimates can be used in formulating reservoir nutrient balances over
annual or seasonal averaging periods appropriate for application of empirical
eutrophication models, The function of the program is to interpret water
quality and flow information derived from intermittent grab or event sampling
to estimate mean (or total) loading over the complete flow record between two
dates.

Since the appropriate loading calculation method depends partially upon
the concentration/flow/seasonal dynamics which are characteristic of a given
station and component and upon the sampling program design, five alternative
calculation methods are provided. An option to stratify the samples into
groups based upon flow and/or date is also included. In many cases, strati-
fying the sample increases accuracy and reduces potential biases in loading
estimates, The variances of the estimated mean loadings are calculated to
provide relative indications of error. A variety of graphic and statistical
diagnostics are included to assist the user in evaluating data adequacy and in
selecting the most appropriate calculation method and stratification scheme
for each loading estimate. The program can also be used to improve the effi-
ciencies of monitoring programs designed to provide data for calculating load-
ings and reservoir mass balances.

Program structure is illustrated in Figure II-1, The user directs the
analysis and reduction of a given set of flow and concentration data in
response to prompts generated by the program. Calculations are structured
around a main procedure menu and three submenus, as illustrated in Fig-
ure II-2. Input data requirements, underlying theory, and suggested applica-

tion procedures are described in the following sections.
INPUT DATA REQUIREMENTS
Coding forms (located in the section titled Input Coding Forms) contain

detailed information on input file contents and formats., Input data are spec-

ified in four groups:
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DATA
DIAGNOSTIC
LISTING PLOTS

DATA
ENTRY

DATA
STRATIFICATION

FLUX
MAIN
PROGRAM

ONLINE LOADING
COCUMENTATION CALCULATION
{HELP)

RESIDUALS
ANALYSIS

Figure II-1, FLUX schematic
Group l: Title - describing reservoir, tributary, date ranges,
etc.

Group 2: Variable Index - flow and water quality variable labels;
unit conversion factors.

Group 3: Water Quality Records - date, stratum, and instantaneous
flows; concentrations.

Group 4: Flow Distribution Records - date, stratum, and mean
daily flow.

The function of the program is to use the water quality information in
Group 3 to estimate the mean (or total) loading which corresponds to the com-
plete flow distribution (Group 4) over the period of interest. The "stratum"
input for Groups 3 and 4 provides an optional means of grouping the data for
load calculations, as described in detail below. Input files can be generated
from existing data bases, punched on cards, or entered using a terminal
editor,

All program calculations and output are in metric units, with flows
expressed in million cubic meters (= cubic hectometers, hm3) per year, concen-—
tration in milligrams per cubic meter, and loading in kilograms per year. In
Croup 2, the user specifies factors to convert input flow and concentration
units to program units. For a typical nutrient balance study, Group 2 would
index the following components: instantaneous flow, total phosphorus,
ortho-phosphorus, total nitrogen, and inorganic nitrogen. Potential applica-

tions of the program are not restricted to nutriemnts, however,
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F L U X PROCEDURES: MAIN MENU

-
Ll

READ NEW DATA

LIST SAMPLE RECORD

LIST FLOW RECORD

PLOT DATA SUBMENU A
DEFINE STRATA SUBMENU B
CALCULATE LOADINGS

ANALYZE RESIDUALS

DELETE A SAMPLE

= HELP SUBMENU C
END

n

@ @ N ® g s LN
1

w0
©
I

FLUXPLOTTING PROCEDURES: SUBMENU A
1. = SET PLOT WIDTH AND HEIGHT

= PLOT CONCENTRATION VS. FLOW

= PLOT SAMPLED LOAD VS. FLOW

= PLOT CONCENTRATION VS. DATE

PLOT SAMPLED LOAD VS. DATE

PLOT SAMPLED FLOWS VS. DATE

PLOT ALL FLOWS VS, DATE
HISTOGRAM OF CONCENTRATIONS
PLOT CUMULATIVE FLOW FREQUENCIES
COMPARE FLOW MEANS BY STRATUM
.= RETUAN TO MAIN MENU

w =
© SO e NG b ow N
LU L R | T [

FLUX OPTIONS FOR DEFINING STRATA: SUBMENU B

-
i

USE FLOWS - SEARCH FOR BOUNDS
USE FLOWS - ENTER BOUNDS DIRECTLY
USE DATES - ENTER BOUNDS DIRECTLY
DO NOT STRATIFY

RETURN TO MAIN MENU

1] n"

& » wom
0]

F L UX HELP MENU: SUBMENU C
1. = GENERAL PROGRAM DESCRIPTION

2. = PRCCEDURE DESCRIPTIONS

w
"

GLOSSARY
4. = TERMINAL CONVENTIONS

99.

RETURN TO MAIN MENU

Figure II-2. FLUX menus
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The water quality data (Group 3) are normally derived from periodic
grab-sampling. Flow measurements stored with the water quality data should
correspond to the times of sampling; daily mean flows can be used in the
absence of instantaneous flow measurements, but with some loss of accuracy.
Generally, the samples are taken periodically over a year and over a range. of
flow regimes. If intensive storm-event sampling has also been done, the event
data can be summarized prior to entry; in this case, each entry Includes the
event-mean flow and a flow-weighted-mean concentration for each component. If
continuously sampled events represent a significant fraction of the total
loading over the estimation period, the program will tend tc overestimate
error variance because a finite sample correction 1s not included.

The reliabilities of loading estimates strongly reflect monitoring pro-
gram designs. Water quality samples should be taken over the ranges of flow
regime and season which are represented in the complete flow record. For a
given number of concentration samples, loading estimates will usually be of
greater precision if the sampling schedule is weighted toward high-flow sea-
sons and storm events, which usually account for a high percentage of the
annual or seasonal loading. While the calculation methods described below are
designed to make efficient use of the available data, they cannot work mira-
cles. If the basin dynamics are such that annual loadings are dominated
strongly by a few extreme events, no calculation procedure will give an
acceptable answer without representative samples from at least some of the
major events.

The water quality records (Group 3) can include measurements of up to
seven components, but loading caleculations are performed for only one compo-
nent at a time. Concentrations which are entered as zero or negative values
are assumed to be missing. Water quality records with zero or negative flow
values are treated as missing values and are not used 1in the calculations.
Specific sample or flow records can be excluded from analysis by entering a
negative number in the "stratum" input field.

Group 4 data specilfy the complete flow distribution, which 1is generally
derived from continuous stage measurements made at or near the water quality
monitoring site. Typically, the entries consist of a mean flow for each day
in the period of interest. In the absence of daily measurements, other
averaging periods can also be used (weekly, monthly), but with some loss of

accuracy., If a continuous flow record is not available for a particular site,
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one might be constructed using simulation techniques or correlating availlable
flow measurements with simultaneous data from a nearby benchmark station with
a continuous flow record and similar watershed. Missing values are not per-—
mitted in the flow distribution file; zero flow values are legal to permit
consideration of intermittent streams.

It is convenient to define the time period represented in Group 3 as the
"sampling period" and that represented in Group 4 as the "averaging period.”
Normally, these two periods correspond, i.e., Group 4 contains a mean dailly
flow value for each day in the year of water quality sampling (Group 3). If
the sampling and averaging periods do not correspond (e.g., Group 3 might con-
tain water quality samples from 1978 through 1981 and Group 4 might contain
daily flows for 1981), then the user is making the assumption that the flow/
concentration dynamics of the stream are stable, i.e., that concentrations
measured between 1979 and 1980 are also representative of those measured in
1981. 1In some cases, using samples from outside the averaging period can
increase the accuracy of the loading estimates (by increasing the number of
samples and improving the coverage of flow regimes) but may introduce biases
if watershed conditions are unstable. In each program run, the user specifies
date ranges to be considered for Group 3 and 4; this permits estimation of
both annual and seascnal loadings from a single file containing data from one
or more years of monitoring.

The flow distribution group can include daily flows from the year(s) of

" "average," and "high-flow"

water quality monitoring, as well as "low-flow,
years. Provided that a sufficiently wide range of flow regimes are sampled,
this permits extrapeclation of the sample record, i.e., estimation of year-to-
year variations in loadings based upon sample data from a specific year or
years.

The current version of FLUX can handle problems with the following maxi-

mum dimensions:

Number of water quality samples = 500 (Group 3)
Number of mean daily flows = 2,000 (Group 4)
Number of strata = 5

The above constraints apply to data read into computer memory at the start of
program execution, not the size of the input data file. Since the user is
prompted for the ranges of sample and flow dates to be used in a given run,

the input data file can be much larger than indicated above. A warning
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statement is printed 1if the problem size constraints are vioclated. Size
limitations can be modified by changing the appropriate array dimension state-
ments and recompiling the pregram. Users should check the online documenta-
rion file (accessed through the program menu) for maximun problem dimensions

and other program changeés in updated versions of FLUX.

LOADING CALCULATION METHOLS

Table I1-1 lists the egquations used ro estimate the mean and variance
according to each of five calculation metheds. Method appilicability depends
upon flow/concentration/seasonal dynamics and sampling design in each appli-
cation. FResults of Monte-Uarlo simulations designed to test each method over
a range of flow/concéntration relationships are summarized in Table 1I-2. The
primary cobjective of the simulations is to assess potential biases in the
eatimates of the means and variances derived from each method,

Degired properties of the loading estimates include minimum bias and

minimum variance. The distinction between biss and variance (analogous to

"accuracy” and precision’) is important. A biased procedure will give the
wrong answey, even for an infinite number of samples, whereas variance in the
mean can generally be reduced by increasing the number of independent random
samples, The seriousness of bias depends upon its size relative to the vari-
ance of the mean or the standard error of estimate. Blases less than 10 per-
cent of the standard ervor account for less than 1 percent of the total mean
squared error and are generally considered negligible {(Cochren 1977). Bias in
a loading estimate can come from two sources: unrepresentative sampling, or
the use c¢f an inappropriate caleculatlon method. These sources are discussed
below,

Consistent problems with sample collection, handling, and analvytical
procedures can lead to one type of unvepresentative sampling; there is Little
that can be done about these sources of ervor at the calculation stage.
Another, more subtle, but generally more common type of unvepresentative sam-—
pling results from differences in the dilistributions of flows between the sam-
pling dates and the entire averaging period. Sampled flows may tend to be
higher or lower, on the sverage, than the complete distribution of flows, or
contain a higher or lower percentage of extreme flows. This can lead to hias

in the estimate, 1f the calculation procedure dees not take the relative flow
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Table II-1
Estimation Algorithms Used in FLUX Program

Method 1 - Birsct Mean Loading
W, = Mean{w)

Method 2 - Flow-Weighted Concentration (Ratic Estimate)

%Z = Mean{w) Mean{Q)/Mean(q)

Method 3 - Hodified Ratio Estimate (Bodo and Unny 1983)

Wy = W {1+ %qfn}f(}' + ?q/n)

Method 4 - Regression, First-Urder (Walker 19581)

Qé = Meax{w}{ﬁean{Q}fﬁean{q}}b%l

Method 5 - Regression, SBecond-Order

w5 = wa(l + v FQ}f{I + 1 ¥q}

where

c, = measured concentration in sawple i (mg/mg}
gy = measured flow during sample i (hm3jyr}

b = aslope of log (c) versus log (q) regression
w, = measured flux during sample 4 = 94C4 (kg/vr)

wg, = product of flux and flow for sample 1 (kg * hmafyrz}

ywq = Var{wq) f[Mean(w} Mean{(q)]
}?‘q = Var{q}/{[Mean(q)} HMean{(q)]
}.“’«‘Q = Var{(Q}/[Mean(Q} Mean(Q)]

G, = mean flow on day i {hmgfyr}

n = pumber ¢f samples (1)

{Continued)
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Table II-1 (Concluded)

N = number of daily flows (j)

wm = estimated mean flux over N days, method m (kg/yr)
Vm = variance of estimated mean flux, method m (kg/yr)2

r=0.5b(b+ 1)

Mean(x) mean of vector x

Var(x) variance of vector x

Variance Estimates - All Methods - Jackknife (Mosteller and Tukey 1978)

Vo= Var(wm’i)/n
where
Wm,i =nW_ - (n-1) wm,—i
Wm 4 = mean flux calculated by method m, excluding sample i
.
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Table II-2
‘Simulation Results - FLUX Estimation Methods

METH  VRATIO BIAS/SE BIAS/M Ccv Comments
Slope = 0.75
1 1.093 0.000 0.000 1.214 Simulation algorithm:
2 1.175 0.155 0.105 0.679
3 1,099 0.076 0.058 0.764 5 years of daily values
4 1.197 0.246 0.126 0.511 360 days/year
5 0.875 0.057 0.016 0.278 24 samples/trial/year
Slope = 0,50 15-day sampling interval
1 1.074 0,000 0.000 0.831 120 total trials
2 1.0.67 0.149 0.065 0.439
3 1.009 0.066 0.033 0.494  "Observed" fluxes calculated from
4 0.995 0.193 0.067 0.347 unsampled days in given year
5 0.757 ~-0.088 -0.021 0.241
Slope = 0.25 "Estimated" fluxes calculated
1 1.033 0.000 0.000 0.547 from sampled days in given year
2 0.912 0.120 0.031 0.258 using each of five methods
3 0.880 0.047 0.013 0.289
4 0.804 0.113 0.025 0.226
5 0.699 -0.097 -0.020 0.206
Slope = 0.0 Daily flows (q) and concentra-
1 0.974 0.000 0.000 0.353 tions (c) generated from:
2 0.809 0.015 0.002 0.159
3 0.795 0.001 0.000 0.173 in(q) = N(0,1)
4 0.704 0.002 0.000 0.158
5 0.645 0.013 0.002 0.171 ln{c) = b In(q) + 0.5 N(0,0.5)
Slope = 0.25
1 0.922 0.000 0.000 0.230 Where:
2 1.001 -1.30 -0.021 0.160 N(M,S) = normal pseudo-random
3 0.984 -0.050 -0.008 0.165 number with mean M and
4 0.763 -0.084 -0.011 0.136 standard deviation S
5 0.694 0.112 0.020 0.176
Slope = -0.50 b = SLOPE
1 0.923 0.000 0.000 0.159
2 1.112 -0,188 -0.039 0.209
3 1,091 ~0,062 -0.,013 0.210
4 0.881 -0.105 -0.014 0.129
5 0.587 0.097 0.020 0.204
Slope = ~0.75
1 1.000 0.000 0.000 0.122
2 1.072 ~0.207 -0.054 0.259
3 1.043 -0.059 -0,015 0.257
4 0.942 -0.078 -0.009 0.120
5 0.547 0.103 0.015 0.145

METH = calculation method (see Table II-1).
VRATIO = observed/estimated mean squared error.
BIAS = mean observed load -~ mean estimated load.
BIAS/SE = bias as a fraction of the observed standard error.
BIAS/M = bias as a fraction of the mean observed load.
CV = observed coefficient of variation, or the
square root of mean squared error/mean observed flux.
SLOPE = slope of log concentration versus log flow regression.
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distriburions into consideration by directly representing the flow/
concentration relationship and/or by stratifying che sample, as described
below.

Even 1f the sampled and averaging flow distributions are equivalent,
bias can be introduced a3 a resulr of the caleulation methed, For ewampls,
loading calculated as the product of the sample concentration and the mean
flow over the averaging peviod would be badly biased if{ flow and concentration
are {even weakly} correlared (Walker 1981;. Because of the potential bias
azgsocilated with this method, it is not included in the program, The five
included methods have been selected and tested so that, for representative
‘samples, they should not introduce significant blas, except under special con-
ditione discussed below for each method.

Method 1 {direet load averaging) is the simplest of the caleculaticon
schemes but gives unbiased results only if the samples are taken randomly with
regpect to flow vegime. This wethod completely ignores the unsampled flow
record and generally has higher varisnce than the other methods because the
flow record on the unsaunpled days is not coansidered. Simulations (Table 11-2)
indicate that this method is most appropriate for situations in which concen-
tration tends to be inversely related to flow (i.e., lcading does not vary
with flow). This might osccur, for axaﬁpia, at a station which is below a
maior point source and the flow/concentration relationship is controlled by
dilution,

Method Z bases the loading estimate on the flow-weilghted-average congen—
tyarion times the mean flow over the averaging period. This amcunts to a
Yratio estimate' according to clasgical aampling theory (Cochran 1977}, This
method performs best when flow and concentration are unrelated or weakly
related., Some bias may occcur for extreme flow/concentratlon yelatlonships.
For example, in trial simulations at a log {¢} versus log (q} slope of 0.75,
the method overestimated loadings by an average of 10 percent {Table II-2},
Bias can be reduced by stratifying the samples Into groups of relacively homo-
genepus concentration and applying the method separately to each group, as
described in more detail below, This is perhaps the most robust and widely
applicable method, especially when applied to stratified data sets.

Method 3 modifies the Method 2 estimate by a factor that is designed to
adjust for potential bias in situations where concentration varies with flow,

The factor was developed by Beale (1%62) and applied in a load estimation
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method developed by the Intevnatiomal Joint Commission (1JC) (1977}, as
degscribed by Bodo and Unmy (1983, 1984). Simulations indicate that, compared
with Method 2, this procedure is moderately successful at reducing bias but
tends to have slightly higher mean squared error for log {¢) versus log (g)
slopeg equal to and exceeding zero.

Method 4 is the regression method developed and tested by Walker (1981).
This method performs well owver a range of log (e¢) versus log (gq) slopes, Some
bilas is dntroduced at high slopes. At a slope of 0.75, for example, the simu-
lated biasz is 13 percent of the mean leading and 25 percent of the standard
error. At this level, the bias accounts for 6.3 percent of the total mean
squared error. Additional simulations indicate that bias alzo cccurs if the
log (¢} versus log (g) relationship is highly nenlinear (i.e., guadratic or
hipgher order pelvnomizl)., This problem can be resolved by stratifyving the
gample so that the relationship is approximately linear within each group.

Method 3 modifies the Method 4 estimste by a factor designed to account
for differences in wariance between the sampled and total flow distributions,
The derivation of the method {(Table II-3) is based upon expected value theory
{(Benjamin and Cornell 15703, The factor eliminates bias at high slopes and
gignificantly reduces the error variance feor log {(¢) wversus log {g) slopes
exceeding 0,25, As for Method 4, bias resulting from nonlinearity in the log
{¢}) versus log {g) relationship can be reduced by stratification.

An alternative calculation procedure would treat the sample data as a
time series and interpolate between sampling dates to estimate concentrations
on the unsampled dates. This approach would be appropriate in situatiouns
where there is a significant trend or seasonal component of the congentration
varlance which is independent of flow, It would require relatively intensive
monitoring data covering all major events over the perind of interest., If
concentration were even weakly flow dependent and if a major event were to
occour between sampling dates, then the procedure would tend to underestimate
leadings, in much the same way that averaging concantration independently of
flow can lead to biased loading estimates. In general, to be valid statigti-
cally, interpolation methods would require construction of elaborate time
series models and seem more useful for developing high~frequency loading
estimares (for input to dynamic models, for example) than for developiug
the relatively low-frequency estimates (seasonal or annual) which are required

for empirical eutrophication models, For this reason, interpolation methods
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Table II~3

Devivation of Regression Estimator Used in Method 5

Method 4 Estimate (variables defined in Table V-1):

W& = Maan(w) [Hean{ﬁ}}%e&n(q)]b+l

According to the underlying regressicn, loading is proportional to the
b+1 power of flow. The refinement bases the adjustment factor on the

sxpected values of Qb+i and qb*l .

From expected value theory {Benjamin and Cormell 197(}:

B(£(x)) = £(Mean(x)) + 0.5 (d £/d x°) Var(x)
where
E{f{x)) = expected value of function £{x)
for
f(q} = qb+l
E{£{g)} = Mean(q)b%i + 8.5 b (b 4+ L} Kean(q)bwl Var{g)

H

Mean{q)> [l + 0.5 b (b + 1) Var(q)/Mean(q)’]

A similar expréssicn can be derived for the total flow distribution ().

The refined estimate of lecading is based upon the ratios of the expected

values:

f,= B = Meantw) E @TH/E (77D
o1,

W =W, [1+0.5b (b+1) FQ]fil +0.5b (b + 1) ?§}
wherse

Fq = Var(g}iﬁean(q)z

B V&r{Q}fMeaﬁ(Q}z
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are not included in this version of the program. The methods used in FLUX
assume that flow is the major determining factor for loading.

For each method, the jackknife procedure (Mosteller and Tukey 1978) is
used to estimate error variance. This involves excluding each concentration
sample, one a time, and recalculating loadings, as described in Table II-1.
While alternative, direct estimators of variance are available from classical
sampling theory for most of the methods (Cochran 1977; Walker 198l; Bodo and
Unny 1983, 1984), such formulas tend to rely upon distributional assumptions.
The direct estimators are generally applicable to large samples and normal
distributions, neither of which is typical of this application. As described
by Cochran (1977), the jackknife has improved properties for ratio estimators
derived from small, skewed samples. Use of the jackknife procedure also pro-
vides a uniform basis for comparing calculation methods with respect to esti-
mated variance.

The variance ratios presented in Table I1-2 indicate that jackknifing
provides a reasonably unbiased estimate for error variance under the test con-
ditions. Variances are overpredicted for Method 5, by amounts ranging from 13
to 45 percent. Two important factors should be considered in interpreting the
variance estimates. First, the estlmates are themselves subject to error and
are of limited accuracy in small sample sizes, particularly if the sampled
flow distribution is not representative. Second, the variance estimates do
not reflect effects of biases associated with some calculation methods under
certain conditions, as discussed above. Thus, while the estimated variances
are probably the most important factors to consider in selecting the "best"
loading estimation method, the sample characteristics and bias potential
should also be considered., FLUX diagnostic procedures assist in thils process,

as described below.
DATA STRATIFICATION

FLUX includes an option to divide the input flow and concentration data
into a series of groups and calculate loadings separately within each group
using the methods described above. Using formulas derived from classical
sampling theory (Cochran 1977), the mean and variance estimates within each
group are subsequently combined across groups using weighting factors which

are proportional to the frequency of each group in the total flow distribution
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H

{see Table I1-43%, The groups, or 'strata,” can be defined based upon flow,
timae, or any other variable which seems to influence the loading dynamics.
Stratification can serve three bagic functionsg:

a. Adjust for differences in the frequency distributions of sampled and
unsampled flow regimes.

b. Reduce potential biases assoclated with some calculation methods
and/or sampling program designs.

c. Reduce the error variance of the mean loading estimate,

Whern the data arve adequate, stratification can offer significant advantages
over the direct methods and provide ingights that can be used to impyrove sam-
pling efficiency in future years.

In most applications, the groupe are defined based upon flow. The
"flow-interval” method was developed by the US Army Engineer District, Buffalo
{1975) for use in the Lake Erie Wastewater Management Study and is described
by Verhoff, Yaksich, and Melfi (1980; and Westevdahl er al. (i88l). This pro-
cedure applies the dirvect load averaging {(Method 1) separately to different
data groups, defined based upon flow regimes., Since leoading usually increases
with flow, grouping the data based upon flow reduces the loading variance
within each group and results in lower variance for the total loading esti-
mate, A4 flow-stratified version of Method 2 written fn 5A5 {(Statisiical Anal-
yais System) was developed and applied to estimate phosphorus loadings In a
Vermont lake study {(Walker 1983). The IJC method described by Bedo and Unny
(1983, 1984} is a flow-stratified verslon of Method 3.

The program provides four options for defining greups of strata:

a. Flow range.

b, Date range.
c. Other (direct input).
i. None.

Generally, flow ranges would be used and the data would be stratified into two
or three groups based upon flow. In some situvarions, however, it may be
desirsble to stratify based upon sampling date or some other characteristic,
such ag avent flows versus base flovws or measured flows versus estimated flows
{Bodo and Unny 1983). Dates are expressed in days from 1 January of the first
yvear represented dn the sampled and toral flow data groups. Stratification
based upon date may be useful in situwations where there 1s a strong seasonal

variation in concentration which is Independent of flow or for streams with
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Table II-4
Stratified Sample Algorithm
{(Cochran 1977, Bodo and Unny 1983)

Definitions:

\Y
m,t*

subscript indicating stratum

subscript indicating estimation method

number of daily flows in stratum s

total number of daily flows

number of sampled concentrations in stratum s
optimal number of samples in stratum s, given n,
total number of sampled concentrations

mean flux in stratum s estimated by method m

variance of mean flux in stratum s estimated by method m
effective standard deviation within stratum s for method m
mean flux over all strata estimated by method m

variance of mean flux over all strata estimated by method m

variance of mean flux over all strata estimated by method m

for optimal allocation of n, samples according to 0

]
sum of expression x over all strata (s)

Sum (Ns)
Sum (ns)

Sum (Wm, N )/Nt

w0
wLm e ®

Sum (V N

m,s

0.
{nsvm,s}

nthSm,s/Sum (Nssm,s)

2
)/Nt

2 2
Sum (vm,stns/ns,*)/Nt
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highly regulated flows, such as a reserveir discharge station (particularly
when intake levels are varied seasonally). Flow-independent, seasonal vari-
ance components are more likely to be detected in analysis of dissolved or
inorganic nutrient concentraticns (partienlarly nitrate) than in analysis of
particulate or tetal outrient concentrations., Option ¢ 1z idncluded for spe~
cial civcumstances, but dis morve difficult to iwplement than the other methods
because a stratum value must be entered for each flew and concentration sample
in the input datz file.

In defining strata, one objective is to isolate homogeneous subgroups,

based upon the flow/concentration relationshlp assumed by the calculation

method {constant loading for Method 1, constant concentration for Methods 2
and 3, and log-linear flow/concentration relationship for Methods & and 5). &4

second objective Is £0 set stratum boundaries so that the sampled and total

flow distributions are equivalent within sach stratum. This protects against

blas in the loading estimates and applies particularly to high-flow strata.

As described above, the wmethod used to estimate error variance does not detect
blas. If the flow distridburicns are not equivalent within sach stratum, then
minimum variance is less reliable as a criterion for selecting the "bast"
czleulation method and leading estimate. Statistical and graphical tests are
provided to compare flow distyibutions within each stratum.

FLUX includes a search procedure to assist the user in identifying flow
stratum boundaries and calculation methods yielding loading estimates with
minimom variance., Scatter plots generated by the program can alsoc be ugeful
for defining stratum boundaries. Sensitivity of the loading estimates to
alternative flow boundaries for the strata can be easily tested., A minimum of
three concentration samples and daily flows arve requived in each stratum,

For each calculation method, FLUX generates a breakdown of the flow,
load, and variance components within each stratum, as well as for the total
strata, as demonstrated in Table 1I-5 for the DeGray Reservoir inflow (Caddo
River). Figure II-3 illustrates the flow/concentration relationship at this
station, Samples have been divided into two flow intervals based upon appli-
cation of the search procedure described above. CQomplete output for this
example is given at the end of this Part.

Typically, wmost of the load and error variance is in the high-flow stra-
tum. Since the variance component Is roughly inversely related to sampling

frequency within each stratum, the "BREAKDOWN BY STRATUM" listed in Table ILI-5
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Table 1I-5
Sample FLUX Output - Load Estimates and Breskdown by Stratum

COMPARISON OF SAMPLED AND TOTAL FLOW DISTRIBUTIONS

STRAT BOITRD BG i HGX NCA OMEAN-T OMEAN-5 C/0 SLOPE
i 500.0 320 45 8r.7 3.0 182.48 187.5 -{, 131
2 3647.2 45 g 12.3 17.0 110%3.0 1351.3 0.3%0
ALL 365 53 100.90 100.0 297.0 368.6 0,263
LOADIRG TARLE-THSTRATIFIED ESTIMATES
METROD NG BG FLOW FLUX VARIANCE CONG cY
I AV LOAD 53 365 297.63 21067.% 0.94278+08 70.%3 0,461
2oWwWinc 53 365 297,03 169787 0.18538+08 57.18 0.254
3 1JC 53 365 287.03 177%5.9 0. 2142E+08 59.¢1 0. 260
4 REGRES-] 53 365 287,03 16042.8 0.9846E+07 54.01 U196
% REGRES~Z 53 365 297.03 13594.6 0.1606E+07 45,77 0.0%3
LOADING TABLE ~ STRATIFIED ESTIMATES
HETHOD BC By FLOW FLUX TARLANCE LORC C¥
1 AV LOAD 53 365 267.03 16421 .6 0.31898+08 55.29 0.343
Z2 G WD C 33 365 287.03 14452 .4 4 . 32008407 48,66 0.124
31 53 365 257.03 14%04.8 0.3178E407 5G.18 0,120
4 REGRES-1 53 365 287.03 13627.1 0. 4B46E406 45,88 0.0651
5 REGRES-Y 53 365 297.03 12765.0 0, 1365E+G7 42.98 0.092
BREAKDOWN BY STRATUM FOR METHOD = 4 REGRER~1
STRAT BOUND  BO NG NOT OPTZ FLOW-C  FLUZ-U  VARTANCE-G {ONC inYy
i S04,08 320 44 83,02 45.21 160.3 38B7.7 0.5924B405 24.3 0.083
2 5647 .2 43 9 16.98 54,79 136.7% 9739.,5 0.4254F406 71,2 0,067
TOTAL 385 53 160,60 100.00 297,80 13627.1 0.48468406  45.% 0.051
OPTIMAL{CPTE) 53 0. 2400E406 0.0386
g at

BOTE: DeGray Resargoir inflow total P, 1980, Stratified into two group
flow = 500 hm"/year.

STRAT = flow stratus.

C/Q SLOPE = slope of log(c) versus log{yq) regression in stratum,

QMEAN-S = mean sappled flow in stratuwm (hm®/vyr).

(MEAN-T = mean total flow in stratum (hm*/vyr).

HC = mmber of concentratlon samples.

RCI = nuwmber of concentration samples as percent of totel.

G = puzber of dally flows.

BOZ = number of dally flows as percent of total.

OPYZ = sample allocation vielding minimum variance In flux estimate.

OPTTMAL{OPTZ) = estimated variance and {V of wmean lesd 1f concentration

samples {53) were distribured optimally {(sccording to OPTE).

FLOW-C = contribution of stratum to toral flow (he®/yr).

FLUX-C = contribution of strstum to total load (kg/yx).

VARIANCE-C = contribution of stratum to total flux variance {(kg/yr}®.

COBC = estimated flow-weighted mean concentration in stratum (mg/m®).

oY = gpefficient of variavion of mean concentration and nmean load estimate.
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SYMBOL = STRATUM
CONC

2.53 2
Z.48 2
%.az

.36
2.31
2.28
2.1%
314 2
2.08
2.03
1.97 1 H 2z
I 2 2
L.86 , 2
1.80
1.75 2
155 7272
Y i1 1 2 z
1.58 d 11 ! Y
F:32 bl ht gy
1.41 T 171 111r 1
1.35 1iI172 i1 11111
1.3 Ui 1
%‘5% 11 liiizélll
1.1 11 1
1.0711 1 1
1.0z 1 1
0.9 1
6. 90 1 1

e e o o e o s o e e e e oo e e oo
1.17 1.60 2.03 2.46 2.8% 3.32  3.75
FLOW

Fipure LI-3., Flow/concentration relationship for DeCray
inglaw toval P, 1980, Flow uniis are log {flow,
hw” fyr) and concentration unigs are 10819 total P,
ng/m )
is useful for evaluating sampling straregles. The low-flow stratum accounts
for 83 pexcent of the total concentration samples but only 29 percent of the
total estimated loading and 12 percent of the variance in the total loading
gatimate, In future sampling, moving some of the samples from the low-flow to
the high-flow stratum would reduce the variance of the toial loading estimate.
Alternatively, to reduce wonitoring costs, the low-flow sampling frequencies
could be reduced without substantially increasing the varisnce of the total
loading estimate., The program also provides an estimate of the "optimal” sam-
ple distribution {(expressed as percent of the total sampling effort allocated
to each stratum, UOPTEY™ in Table 1153} which would minimize the variance of
the total loading estimate for & given total number of independent samples,
using the squations specified in Table II-4, Comparing the observed variance
with the optimal variance provides an approximate indication of the potential
benefits of optiwizing the sample design.
As described by Bodo and Unny {1983, 1984}, stratum bzeak&ewns can be

used to refine monitoring program designs for future vears, subiect to
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practical limitaricns in sample scheduling and total budget and to require-
ments imposed by other monitoring objectives., The "optimal” distribution of
sampling effort indlcated by the program may be difficult tb achieve without
autowated equipment. An Important statistical limitation is that the "opti~
mal” allocation assumes that the samples are serially iﬁdependent and 1t may
be impossible to take the recommended number of independent samples from
intensively monitored sirata. Five samples taken from diffevent storm events
would tend to be less serially dependent than five samples taken within one
event, for example. Because of these limitations, the "optimal” design should
not be viewed as an absolute objective, but as a general direction for adjust-

ing previous survey designs within practical constraints.
DIAGNOSTICS

FLUX includes several routines for genevating scatter plots and higto-
grams of flow, concentration, loading, and sample dates, as illustrated in the
dopumented session, The velationship between flow and concentration partially
determines the appropriate calculatdion method and should be reviewed in each
application., Flow frequency distributions (sampled versus total) can also be
graphically compared. These displays characterize the flov and concentration
distributions and can assist the user in assessing data adequacy, identifying
appropriate strarification schemas, and evaluating calculation methods.

The calcularion methods differ with respect to the schemes used to estl-
mate the leadings on the unsampled davs or periode. For a gilven method,
cbserved and predicted fluxes can be compared for each water guality sample.
This provides one measure of performance. Ideally, the flux residuals
{observed minus predicted) should be random and independent of flow and sea-
gon, In practice, this independence iz sometimes difficult to achieve with
the relatively simplistic models upon which the calculation methods are based.
The residuals analysis procedure generates plets of obsgerved versus predicted
loadings, residuals versus flow, and residuals versus date. Alternative
stratification schemes can be Investigated to reduce the flow-dependence
and/or time-dependence of the residuals. Listings of residuals and jackknife
ioading estimates (derived from excluding each sample individually) are useful
for identifving outliers and d&terminiﬁg sensitivity of total leading esti-

mates to individual samples.
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APPLICATION PROCEDURES

FLUX is designed to be used interactively from a CRT or hard-copy termi-
nal, Input data files can be generated according to the format specified at
the end of this Part. The user directs the flow of the program in response -to
prompts and linked mevus, as outlined in Figure II-2. Also provided at the
end of this Part is a sample session along with comments to assist in output
interpretation. The program starts by reading im the concentration and fiow
data, using the data file, water guality component, and date ranges specified
by the user. Strata specified in the input file can be redefined at any tipe,
based upon flow or date ranges. The analysis 1s subsequently directed from
the main program menu, which Includes nine optional procedures and three sub-
menug. After executing a given procedure,. the program returns to the main
menu or & Submenu for amother selection.

Because each loading estimation preoblem is unique, it is impossible to
aspecify a "universal® pathway for the avalysis. In some cases, a few {tera-
tions (mainly involving alternative strata definitlons) would be required
before arriving at an acceptable loading estimate. Generally, however, pro-—
gram appiications would involve the following steps, as cutlined in
Table II-5:

ford

End

]
o

Analytical Activity

Data entyy

Data verification

Diagnostic plots

Data stratificarion

Diagnostic plots -~ stratvification
Load calculation

Residuals analysis

R ol O LA B e B e

Sengitivity analysis

In Step 1, the flow and concentration data for a specific gtatlion, componant,
and date range are tread from the input data file. Io Step 2, the data are

listed and checked for codlng errors. A series of diagnostic plots are gen~
erated in Step 3 in order to describe data distribucions, flow/concentration/

load relationships, and trends or seasonal variations in the data. The
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Table 11-6
FLUX Application Procedures

Step User Action Program Action
1 - DATA ENWTRY - -
A  Run Program
% Specify Input Data File Name
c Read and Print Title, Cowponent

Index
Specify Flow Index
Specify Concentration Index
Specify Miniwvm and Maximum Sample Dates {year-month-day,
e.g., B4A0S02Y
G Read Sample Data and Print Fumbexr
of Entries

o R

®  Specify Minimum and Maxilmum Flow Dates

I Read Flow Data and Print Number of
Entries

J Check for »Z Samples? (YES - K,
RO - >R}

K Set Strata to Input Values

L Compare Sampled and Total Flow
Digtyributionsg by Stratum

¥ Ask Whether Strata Are to Be
Redefined?

N  Respond NO "0V (Use Input Strata Initially)

) Print Main FProgram Menu

2 DATA VERIFICATION

A  Request Listing of Bample Data (PROC 2}

B List Sample Data

¢ Review Sample Data; Coding Ervor Found? (YES — >D, RG - »>E)

b  End Program Execution (PROC 99); Edit Data File; Repeat DATA

ENTRY

% Request Listing of Flow Data (PROC 3)

¥ List Flow Data

G  Review Flow Data; Ceding Error Found? (YES - »>H, O - »I)

H  End Program Execution (PROC 99); Edit Data File; Repeat TATA

ENTRY
I Print Main Program Menu

{Continued)

{Sheet 1 of 4

I1-21



Table 1I1-6 {Continued)}

Step User Action Program Action
T o i e s s s DIAGHOSTIC PLOTE oo s i s s s s e
A Reguest Plot Meou (PROC &)
B FPrint Plot Menu
G Request Diagnostic Plots (PROC Z-13)
D Print Requested Plots:
Concentration vs. Flow {PROC 2D
Load vs. Flow {PROC 3)
ato.
Cumglative Flow Fre- {PROC 9
quencies
Compare Flow Dist. by  {PROC LO)
Stratum
E Review Diagnostic FPlots
F Print Plot Menu
G Request Main Menu {PROC 949}
H Print Main Program Menu

o

B i v

&y

Frint Hain Program Menu
Feguest Define Strata (PROC 5)
Print Stratum Options Menu
Request Flow Sensitlvity dnalysis (PROC 1)
Print Default ¥Flew Increment
(= MaxFlow/50)
Specify Flow Increment (Normally, Round off Default Value)
Conduct Sensitivity Analvsis:
Test Alternative Flow Boundary
Values for Dividing Data into
Two Groups
Test Boundaries from 0. to :
MaxFlow by Increment Specified
in STEP F
If =3 Samples/Stratum:
Calculate and Print Means and
Variance of Loading Estimates
for Bach Methaod

{Continued]

{Sheet 2 of 43
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Table I1-6 {(Continued)}

Step Uger Action Program Action
b i —e DATA STRATIFICATION (Continued) - — .
H Print Diagnostic Plots

{Symbol=Method):
Mean Load vs. Stratum Boundary
Varlance va,. Stratum Boundary
Variance vs. Mean

I Print Stratum Boundary Yielding
Minimum Variance for Each Calcu-
lation Method

J Review Sensitivity Analysis Results and Dilagnostic Flots
Note Optimal Method Number and Boundary

K Print Stratum Options Maenu

L. Regquest PROC 2: Flow - Enter Boumds Directly

it Fagquest Flow Boundary Value(s)

N Set Flow Boundary to Optimal Value Noted in Step L

O Frint Data Inventory and Flow
Statistics

3 Review Flow Statistics

Q Print Main Program Menu

5 - ~ DIAGHOSTIC PLOTS -~ STRATLFLCATION - - -

A Request Plot Menu (FROC 4)

B Print Plot Menu

C Request Diagrnostic Plots (PROCE Z, 10, ete.}

i Print Requested Plots:
Flow vs. Concentration (PROC 2}
Conpare Flow Distribu~ (PROG 10)

tions

Other

E Review Disgnostic Plots

F Print Plor Menu

G Reguest Main Menu {(PRGC 99}

H Print Maln Program Menu

B o et e et LOAD CALCULATTON s oo o o s o e o

A Print Main Menu

B Request Calculate Loadings (PROC 6)

C Frint Datz Inventories and Flow
Btatistics

{Continued)

(Bheet 3 of &)
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Table II-6 {Concluded)

Step User Actilon Program Action
5 - - LOAD CALCULATION {Continued) e -
D Print Unstratifled Load Estimates
for Each Calculation Method
If Number of Strata >l:
E Print Stratified Load Estimates
for Each Calculation Method
¥ * Print Load Egtimates and Optimal
Sample Allocations by Stratum for
Each Method
G Review Results
H Print Main Program Menu
T e i 1 e o 5 RESIDUALS ANALYSIE s e
A Request Residuals Analysis {(FROC 7)
B Specify Calculation Method (1-5)
C Speeify Stratified {1} or Unstratified (0) Estimates
D Caleulate Obgerved, FPredicted, and
Residual Fluxes for Each Sample
E Picot Observed vas. Fredicted Fluxes
F Print Regression of Observed vs.
Predicted Fluxes
G Plot Reslduals vs. Flow
H Flot Residuals vs. Date
1 * List Residuals
J * Calculate and Print Jackknifed
Loads
K * Print Histogram of Jackknifed
Egtimates
L Review Residuals Anslysis Results
M Print Main Program Menu

*  QOptional STEP (user-prompted).

{Sheet 4 of 43
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stratification scheme is defined in Step 4, typically based upon flows and
using the boundary search procedure., Additional diagnostic plots are gener-
ated in Step 5, mainly to compare sampled and total flow distributions withimn
each stratum and to examine flow/concentration/season relationships in light
of the stratification scheme, Loading calculations are performed in Step 6,
and residuals are analyzed in Step 7. Step 8 involves testing the effects of
alternative stratification schemes on the calculated loadings.

The selection of the "best™ loading estimate to be used in subsequent
modeling efforts is up to the user, based upon the following criteria:

a, Calculation method and stratification scheme yielding minimum esti-
mated varlance in the mean loading estimate.,

b. Sensitivity of the loading estimate to altermative calculation
methods, stratification schemes, and individual samples.

c. Residuals analysis results.
The selection can be based primarily upon minimum estimated variance
(first criterion above), provided that the following conditions are met:

a. Sampling is representative (date and flow ranges reasonably well
covered) .

. Sampled and total flow means are equal within each stratum (tests
for equality included in the stratification procedure).

. Residuals are reasonably independent of date and flow.

law o

Samples are serially independent (event data are summarized prior to
entry, rather than entered as individual data points).

If the above conditions are marginal or cannot be met because of existing data
limitations, factors other than minimum variance (sensitivity and residuals
analyses) should be glven greater welght., Further sampling may be indicated,
particularly if the tributary accounts for a major portion of the total reser-
voir loading.

Differences among the various calculation methods should be interpreted
in relation to the estimated variances. For example, a range of 45 to
50: kg/yr in the mean loading estimate is of little significance if the esti-
mated coefficilients of variation are on the order of 0.1 or greater. Provided
that flow regimes are adequately sampled, limited variation among calculation
methods suggests robust results, Calculation methods 2 or 3 are generally the
most robust and should be used (typically with flow stratification into two
groups with the boundary set near the mean flow) if load estimates must be

generated from limited data not conforming rigidly to the above criteria,
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In a reservoir eutrophication study, FLUX can be used to estimate annual
(October-September) and seasonal (May-September) loadings of total phosphorus,
ortho-phosphorus, total nitrogen, and inorganic nitrogen for each sampled
tributary and outflow. For annual calculations, water-year loadings are gen-
erally more appropriate than calendar-year loadings for use in predicting
growing-season water quality in the reservoir pool. Unless flow/
concentration/seasonal dynamics differ markedly among the nutrient components,
it is a good idea to use the same stratification scheme for each component.
The stratification scheme can be optimized for calculating total phosphorus
loading (usually the most important) and subsequently used in calculating

other component loadings.
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ORGANIZATION OF FLUX INPUT FILES

GROUP 1. TITLE

GROUP 2
VARIABLE IDENTIFIERS

GROUP 3
WATER OUALITY RECORDS

GHOUP 4
FLOW DISTRIBUTION
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FLUX DATA GROUP 1 - TITLE

TORMAT (£4A8)

MAXTMUM 48 CBARACTERS
FLUX DATA GROUP 2 -~ VARIABLE IDENTIFIERS

FTORMAT (I2,1X,A8,F8.0)
INCLUDE ONE RECCRD FOR EACH MEASUREMERT 1IN SAMPLE FILE {DATA GROUF 3).

I = SUBSCRIPT {MAXIMUM = 7}
LABEL B-CHARACTER VARIABLE IDENTIFIER (e.g., TOTAL P, PLOW) 3
C.F. CONVERSTON FACTOR TO COWVERT INPU§ FLOW UNITS TO MILLICN M™/YR AND
INPUT CORCENTRATION UNITS TO MG/M™ {INCLUDE DECIMAL POINT)

i

[

QRDER OF VARIABLES CORBESPONDS TO THAT OF DATA GROUP 3.
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FLUX DATA GROUP 3 — WATER QUALITY RECORDS

FORMAT (F6.0,12,7F8.0)

INCLUDE ONE RECORD FOR EACH SAMPLE, MAXIMUM NUMBER OF SAMPLES = 500.

DATE = DATE IN YEAR-MONTH-DAY FORMAT (e.g., 840126)

S = INPUT STRATUM (MAXIMUM = 5, OPTIONAL, IF S < O, RECORD IS
SKIPPED)

C# = COMPONENT VALUE (INCLUDE DECIMAL POINTS OR RIGHT-JUSTIFY IN
FIELD)

ENTRIES THAT ARE BLANK, ZERO, OR NEGATIVE ARE ASSUMED TO BE MISSING.

LAST RECORD IN DATA GROUP 3 - "000000"
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FLUX DATA GROUP 4 - FLOW DISTRIBUTION

FORMAT

DATE
3

[

FLOW

H

(F&.0,22,F8.0)

DATE IN YEAR-MONTH-DAY FORMAT, MAXIMUM 2,000 RECORDS

INPUT STRATUM (MAXIMUM = 5, OPTIONAL, IF S < {0, RECORD IS
SKIPPED)

FLOW, SAME UBITS AS WATER QUALLTY SAMPLE RECORDS (DATA GROUP 33
INCLUDE DECIMAL POINT OR RIGHT-JUSTIFY IN FIELD

ZERQ ENTRIES ARE VALID, NEGATIVE VALUES ASSUMED TO BE MISBING

LAST RECORD IN DATA GROUP 4 - "000Q00Y

TIA-%



FLUX DATA GROUP 4 — FLOW DISTRIBUTION

PROJECT:
STATION:

DIAITIE S| |FILIOW

PAGE  OF PAGES

ITA-7






T-411

DEGRAY INFLOW 1978-1980
ID-LABEL- -~ ~CPmv - -

0l FLOW 31.54
U2 TOTAL B 1.
03 TOTAL DP 1.
04 ORTHO P 1.

780102 O 0.47
780109 0 4.39
780117 o 47,00
801216 § 9,07
801223 0 5.42
BOlZ230 0 4.32
QG0000

DATE~ ~8«FLOW- -~~~
78010 O 5.09
7HOL0Z O 4,66

780103 4.66
BO1Z22% 0 4.35
801230 0 4.25
801231 0 4,13 4
GUooon

{ENG QF FILE)

FLUX - EXAMPLE INPUT FILE

DATA GROUP 1 TITLE

DATA GROUP 2: VARIABLE IDENTIFIERS

DATA GROUP 3: WATER QUALITY RECORDS

DATA GROUP 4: FLOW DISTRIBUTION






FLUX - DOCUMENTED SESSION

FLUX -~ VERSION 2.0
BEBEAY IHFLOW 1980 $ BESCRIETIVE TITLE AT TOP OF INPUT FILE

1 FLOW 31,5400 < INPUTFLOW UNITS ARE IN M3SEC, CONVERTED
2 TBTAL P 1.Go00 < TOHME/YR 8Y FACTOR DF 31.684

3 TOTsL DF 1.0000

4 DETHO P 1.0000 < ALL INPUT CONCENTRATIONS UNITS ARE MG/M3

FLOW SUBBCRIPT <N.> 7 1

CONC SUBSCRIPT <H.> 7 2

MINIMUM DATE FOR CONCE <YYMMOID.> A0G10L < DATE RANGE FOR CONCENTRATIONS
HAXIMUM DRTE FOR CONLE <YYMHDD.> 01231

HUMBER OF CONC SAMPLES = 33 < PROGRAM READS SAMPLE RECORDS

iy o

HINIMUM DATE FDR FLOWS JYYMNDD.> BGG101 & DATYE RANGE FOR FLOW RECORD
HAXIHUN DATE FOR FLUMWS <YYMMOID.» 461231

HUMBER OF FLOM ENIRIES = 368 < PROGRAM BEADS FLOW RECORDS
KEAN = 297.88, BAXINUH = B663.32 £ FLIOWSTATISVIOS

o

CHY  “< B> PROMPT OCCURS FREQUENTLY DURING SESSION TO PREVENT QUTPUT
< FROM SCROLLING, USER PAESSES CARRIAGE RETURN TU CONTINUE

SAMFLE DISTRIBUTIONS L SAMPLE INVENTORY

STRATUH DOUND CORC SAWFLES FLOW DANFLES { MHTIALLY UNSTRATIFIED
i 0.000 33 385

TOTRLS 83 363

L STATISTICAL COMPARISON OF SAMPLED AND TOTAL FLOW DISTRIBUTION

NOTE: 5.21% OF TOIAL FLOW VOLUME EXCEEDS HAXIMUN SAMPLED PLOW

COMPARIGON OF FLOW RISTRIBUTIONS

wwwwww EAMPLED -----  —=----= TOTAL —-----
STRRI W HEAN $TD DEV N HEAN STD DEV  DIFF T PROR(D)
1 5% 369.6  737.3 365 297.3  466.5  71.7  0.6B9  0.501

ALL 43 69,6 737.3 3565 237.% 466,5 71.7  0.6B9 4.501

REBEFIRE GIRAIA <{0.=NU,1.=YES>Y (O

<Hx

F L UX PEOCEDURES: < MAIN PROGRAM MENU
1. = READ NEE DATA

2. = LIST GAMPLE RECORD
3. = LISY FLDW RECORD
4, = FLOT DBhIA

5. = DEFINE STRATA

6. = DALDULATE LUADIMGS
7. = BNBLYZE RESIDUALS
8. = DELETE & SAMPLE

9. = HELF

99. = END

11C-1



FLUX - DOCUMENTED SESSION

EWTER CODRE <HN.Z7V 2 O LIST AND CHECK SAMPLE RECQRD
DEGRAY INFLGW 1980 ToTAL F
SAMPLE  JULIAN STRATUH FLOW TOTAL P
1 2 1 217.31 16,80
d g 1 165,90 17.400
L BT LISTENTIRE SAMPLE RECORD
52 357 1 164.64 17.00
53 364 1 136,35 34.00
<Hx
F L U ¥ FPROCEDURES: < MAIN MENU
1. = READ HEW DATA
Z. = LIST BAMPLE RECGED
3. = LIST FLOW RECORD
4. = FLOT DARTR
S. = DEPINE STRATA
6. = CALCULATE LOADINGS
7. = ANBLYZE RESIDUALS
8. = DELETE A BAMPLE
2. = HEL?
39. = END
ENTER CODE <HM,>T 3 < LISTAND CHECK ENTIRE FLOW RECORD

FLOW DISTREIRUTLON:

SAKFLE  JULIAN STRATUM FLOW
1 1 } 236.55
2 2 1 212.90

LOETC FOR ENTIRE FLOW RECORD OF 385 DAYS

< IF CODING ERRQRS ARE FOUND i SAMPLE OR FLOW RECORDS:

+ END PROGRAM EXECUTION
< CORREUCT INPUT FILE

'S REPEAT ABODVE PROCEDURE
CHE

F L U %X FPEOCEDURES:

1. = KEARD WEW DATA
< EVC MAIN MENU
99, = END

ENTER CODE <NN.:7 4  GENERATE DIAGNOSTIC PLOTS

TTC~2



FLUX ~ DOCUMENTED SESSION

F L U X FLOTIING PROCERURES: < PLOT SUBMENU
L. = SET PLOT WIBTH &ND HEIGHT

3. = PLOT CONCENTRATION V5. FLOW

3. = FLOT SAMPLED LOAL V8. FLOW

4, = FLOT CONCENTRATION vs. LATE

. = PLOT SAWPLED LOAD vS. DATE

6. = FLOT GAMPLER FLOWS VS, DAIE

Y. = FLOT ALL FLOMS Y5, DATE

8. = HISTOGEAH OF CONCENTRATIONS

9. = FLOT CUMULATIVE FLOW FREQUENCIES

1¢. = COWMPARE FLOM DISTRIBUTIONS BY SIRATIUH
99, = RETURN TO HAIN HENU
BNTER CORE <NH.>7? 2 1 OCONC VE FLOW

¥ VARIAELE = (QOGHO
LOBLI0 TRAMSFORM <0.=MO, 1.=YES> 7 1 < REQUEST LOG SCALES

X VARIABLE = FLOW
LOBI0 TRANSFORM <0.=NG, 1.=YES: 7 i < REQUEST LOG SCALES
COMPUTE REGRESBEIGN <0.=NO, 1.=YES:x % 1 T CALCULATE REGRESSION

BEIVAKIATE REGRESSIDM: ¥ ¥S. X < REGRESSION STATISTICS
INTERCEFT 0,8286 SLOPE =
E-SQUARED 0.2257 HMEARN SQUARED EREDR
STD EREROR OF SLOFE 00,0682 T STATISTIC
FEGREES OF FREEDROM 51 PROBABILITY(:IT4}
Y MERNM 1.4282 ¥ STD DEVIATION
X MEAH 2.3008 X STD DEVIATION

CHE

4. 2638
0.6391
3.8561
0.0000
GL232%

0.0000

ST | I

B o4 nonon
D

1t

SYMBOL = STRATUM, + = KEGRELSIGH
COKRE
2.001 1 i
1,821 i i
1.841
1.76¢ + #
1.081 1 +
1.611 P H H +1 1
1,831 % 1 H 1+ 11
1.4511 1 +
1.3711 14 A S A S | $OHFINDIDATES REGRESSIDN LINE
1.32%111 111
1,331 i
.34 11 1
1.661 i
0.8
0.94] 1
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FLUX - DOCUMENTED SESSION

FLUX FLOTTING PRDCEDURES:

1. = SET FPLOT WIDTH AND HEIGHT
< ETC. PLOTTING MENU
99. = RETURN TO MAIN MENU

ENTER CODE <NN.:7? 3 <. PLOT LOAD VS. FLOW

Y VARIAELE = LOAD
L0G10 TKANSFORM <0.=NO, 1.=YES> 7 1

X VARIAELE = FLOW
LOG1C TEANSFOEM <0.=NO, 1.=YES:> 7 1
COMPUTE REGRESSION <0.=N0O, 1.=YES»> 7 1

BIVARIATE KEGKESSION:Z Y VS. X

INTERCEFT = 0.8235 SLOFPE

R-SQUAKRED 0.8707 MEAN SQUARED EKROK
STD ERKOR OF SLOPE 0.0681 T STATISTIC
DEGREES OF FREEDOH 51 PKROBABILITY(:ITI)
Y MEAN 3.7290 Y STD DEVIATION

X MERN 2.3008 X SID DEVIATION
CH

1.2628
0.0391
18.5300
0.0000
0.5444
0.0000

n o v oo

m un nu

1}

KEGKESSION

I

SYMEOL = STRATUM, +
LOAD
5.68I 1
5.491 -
9«31l 1+
5.121
4.941 +
4,751 1 1
4.571 11
4,381 1 +
4,191 + 11
4.011 1 1 1
3.821 1 111
3.641 11111 1
3.451 11+ 11111
3.27i1 1 111
3.08111 1

wHx
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FLUX - DOCURMENTED SESSION

FLUX

1.
< BT
99,

ENTER LODE {HN.>T 4

Y UARIABLE CORC

FLOTTING PROCEDURES:
SET PLOT WIDTH AND HEIGHI

RETURN I8 HAIN MENU

< CONCENTRATION VS DATE

LOGLO TEANSFORM <0.=NO, l.=YES: 7
COMPUTE REGRESSIOH <0.=MNO, 1.=YES> 7 |1

EIVARIATE REGXESSION:
INTERCERT
R-SOUARED
ST ERROE OF SLOPE
DEGRELS OF FREEDOM
Y HEAM
X MEAN

CH>

[ I

SYMEOL
COKC
2,004
1.921
1.841
1.764
1.681
1.611
1.3533) 1
1.451
1.371+
1.281
1.22811

STRATUM, +

1

il

61.10

o>

F T 4
1.3634
0.0297
0.0003

51
L.4282
1832.1887

REGRESSION

130,29

£F LU X PLOTTING PROCEDURES:

L.
5 ETC
99.

= HET PLOT WIDTH AND HEIGHT

RETURN TO MAIN MENU

179.31

1

SLOFE

HEAN SOUARED ERROR
T STATISTIC
PROBARILITY(HIT])
¥ 510 DEVIATION

X 5Ip DEVIATION

# 0B # ¥ # #

il+

238.41 297.51 35%6.61

HATE

11IC~5
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FLUX -~ DOCUMENTED SESSION

ENTER CODE <NN.>7

it |

TOPLOTALL FLOWS V8. DATE

¥ VARIABRLE = FLOW
LOG10 TRANSFORM <0.=NO, 1.=YES:> 7 i
ALL FLOWS V5. OATE, SYMBOL = STRATUA

FLOW
3.751 1
3.621 1
3.481
3.341 1 1
3.211 11 11 1
3.071 1 1 111 1
2.941 1 111 13 3 1
2.801 11 111 1111 1
2.661 111 111 111111 1111
2.531 1 1 11111111111 11 11 1
2.39¢1 11 111 1 1111 11 111 1 11
2.2611111 11 1 1 11 111 1111
2.121 1 111 111 11 11111 1 11
1.98) 111 1 11 11
1.851 11111111111
b o R b Fom e e -
1.00  60.42 119.86 179,29 238.71 296.14 357.57
LATE

ODATEIN DAYS FROMJANUARY 1IN YEAR OF FIRST SAMPLE OR FLOW RECORD
DATE COMPUTATIONS DO NOT REFLECT LEAP YEARS
LE., DATE (FEB 28) = DATE (MAR 1),
THISDOESNOT AFFECT LOAD CALCULATIONS

F LU X FLOTTING FROCEDURES:
i. = SET PLOT WILDTH AND HEIGHT

L ETC
99, = RETURN 70 MAIN MENU
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FLUX - DOCUMENTED SESSION

ENTER CODE <NN.X7 8 < HISTOGRAM OF CONCENTRATIONS

SCALE LINEAR <¢.r UR HEOMEYRIC J1.> 7 i
CONLS & SYMBOL = STRATUH
INTERVAL MINIMUM - BEBHETRIC SCaALE
93,800 1
81,58 111
&67.23
98,40
45.65 1
37.62 11111
31,00 11111811
25.5% Titi111111
21.05 11311113t
17.3% 1111t
14.30 111111
11.78 1itl
.71
8.00
¢.00 1
{H>

FLUX PLOTTING PROCEDURES:

1. = SET PLUT WIDTH ANB HEIGHT
g ETC

99, = RETURN T# HAIR MENU
ENTEER CODE (HN.LDTY 9 § PLOT CUMULATIVE FLOW FREGUENCIES
LOG1G TRAMSFORM FLOWS <0.=NO,1.=YES> 7 1

FLOW CUMULATIVE FREQ. D=3ANPLEDR X=ALL
UM FREQ
1.061 XXXAXKX O X0 X
£.931 EXOXXQXR0
G.861 XX00
¢.781 DUXX0
8.711 £0xX
G.h4l X0ao
4,571 0%
G.501 XHX <Y AXIS GIVES FRACTION OF SAMPLED (0}
¢.4318 40 $ QR TOTAL (X} FLOWRECQRD BELDW FLOW
£.36¢1 #X L SPECHFIED N X aXi§
§.3291 AXAX
G.a221 XXEX
4.1418%
G.071%X
BLO0EX

LE8-7



FLUX - DOCUMENTED SESSION

F LY X PLDITING PROCEDURES:
1. = BET PLOT WIDTH AND REIGHT
¢ ETC
93. = EETURN T0Q HAIN MENU
ENTER CORE <(HH.>7 i¢ < COMPARE FLOW DISTRIBUTIONS

SCALE LIHEAR <0.> DR GEOMEIRIC <(1.- 7 )
0 = SAMPLED FLOUS, ¥ = ALL FLOWS

ALL SIRATA
INTERVAL MINIMUM - GEOMEYRIC SCALE
3663.32 X
4020.66 0O X L DEPICTS COVERAGE OF
2854,45 < FLOW REGIMES
0651 ¢ X
1438.72 AXXXLY
14z21.4: O L$.8.9.¢.¢.4
725.15 ¢ XXXXLLRAAALA
$l4.92 008 AXXXAXKAXKXEKELR
365,49 4000 XXX KO
289.48 Q0040040 FO 040002000000 80 03003000,
184.32 D0GOGO FRES S 4330835898890 508 8048
130.78 (064650000 XXEAREAXX XN R XL LR AR AEK
$2.85 QOGBGO EX4 04543080858 400800494.97
65.92 4DOODGO00OGE HOOOK XKL R XXX RR D>
0,00
OO0t MEANS ROW I8 TRUNCATED
<HE

F LU X PLOTTING PROLELURES:

1. = SEY PLOT WIBTH AND HEIBHT
< ETC

99, = KETURN TO HAIN MENU

ENTER CORE <{HN.>?7 992 ¥ RETURN TOMAIN MENU
LH»

F L 8 X PROCEBURES: § MAIN MENU

1. KEaLR MEY DATA

LIST SAMPLE RECOED

3. = LISBT FLOW RECOERD
4, = PLOT DATA

%. = DEFINE STRATA

6. = CALCULATE LOADINGS
7. = BNBLYZE RESIBUALS
8. = DBELETE A GAHFLE

9. = HELF
95, = END
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FLUX - BOCUMENTED SESSION

ENTER CORE <HN.»Y o ¢ DEFINE STRATA
DEGRAY INFLOW 1980 TOTAL P
CUKRRENT STRATA BOUNDS: 0.00

OFTIONS FOR DEFINING ETRATAZ

1. = USE FLOWS - SEARCH FOR BOUNDS

2. = USE FLOWS - ERIER BOUNDS LIRECTLY

F. = USE DATES -~ ENTER RBOUMDS DIRECTLY

4, = DO WO STRATIFY

99. = RETURN IQ MAIN MENU

ENTER CODE <¥,.>7 | < SEARCH FOR OPTIMUM FLOW BOUND

SAMPLES ARE DIVIDED IHNTO THO STEATA BASED UFON TFLOW.

SEARCH FOR OPTINUM STRATUM BOUNDARY FOLLOUWS.

OBIECTIVE IS T0 FIND BOUNDAERY AND CALCULATION METHOD
YTIELDING MINIMUM VARIANCE IN LOAD ESTIMATE.

MAX IMUM FLOW FOR ALL DATES = 3663.32

DEFIME FLOW INCREMERT C OINCREMENT USED IN SEARCH
INCREMNT OLED WALUE = 113.236¢6 < DEFAULT = MAX FLOW/SO

NEW VALUE 7 1040 o ROUND OF TO CONVENIENT VALUE

{ FOR EACH FLOW BOUND, SAMPLES ARE STRATIFIED INTO TWO GROUPS

< LOADINGS AND VARIANCES ARE COMPUTED FOQR FACH BOUNDARY AND METHOD

-

Kb

INCREASES FLOW INCREBMENT UNTIL NUMBER OF SAMPLES IN UPPER FLOW
< STRATUM DROPS BELOW 3

< SEARCH QUTPUT.

L CALCULATION METHGDS
METHOD: 1=AY LOAD  2=0 WID C 3=1I0 4=REGRES~1 S=REGRES-2
BOLUNG = 160.00 < FIRST FLOW BOUNDARY

FLUX MEANG: O0.2150E+0L G.169%E+03 Q. 1777E+03 D.1513E+05 0.1237E+0S
VARTANCES: D.9553E+08 0.1729E+408 0.19B5E+08 0.4252E+07 0.9347E+Q7

BOuUNG = 200.00
FLUX MEANG: 0.2083E+00 0.164Z2E+03 G.171GE+OT 0.1435E+405 0.1210E+05
VARIANCES: O0.8077E+08 0.1184E+08 C.1322E+088 0.1133E+07 9.1071E+08

1IC-9



BOUNG =
FLUX HEANS:
VAR TANCES:

BOUND =
FLUX MEANS:
VAR IANCES:

EOUND =
FLUX HMEANMG:
Vak ISNCES:

BOUND =
FLUX HMEANS:
VAR IANCESDS

BOUND =
FLUY MEANS:
UARIANCES:

BOUND =
FLUY MEBNL:
VAERIANCES:

BOUND =
FLUX HEAKS:
VAR IANLCES:

BOUND =
FLUX MEANG:
VAR TANCES:

BOUND =
FLUX MEANS:
VAETANDES:

FLUX - DOCUMENTED SESSION

300.0¢
0.2436E+03
0.0780E+0E

400,00
0, Z0GLE+DD
0.5059E+08

500469
0.1 647E+05
8.,3187E+08

600.00
0.2138E+05
0.4027E+08

760.00
(. 20B4E+05
0.274ZE+08

800.00
0.18185+05
0.18653E+08

900,00
$.2000E+4030
3.1190E+08

1664.60

. 1795E+05
0.8887E+(7

1ig0.00

0. 1659E+08
4., 7)70E+07

4. 16GOE+GS
0.F570E+07

0.1564E+03
2.0014E+07

0.1449E+03
0, 3218E+07

$.i540E405
0. 21578407

0.1514E+05
.13B9E+07

0.1459E408
0.1472E+07

0. 1475E+05
0.6904E+00

0.1431E+03
0.0%63E+06

D.1399E+03
0.06991E+06

0.1726E+05
0.7915E+07

0. 1620E+05
UL GORZ7E+OY

0.1493E+03
D.3196E+07

0.1586E+03
0.,1788E+47

0L.1956E+0T
0L I060E+07

$.1487E405
Q. i008E+07

0.1L459E+05
0.5763E+06

G.1438E408
0.9969E+006

GL.13NLEHGE
G,.5734E+005

CLI3BGE+GS
0.5701E+00

0.1367E+05
G.aB74E+84

6.,1332E+08
3. 76E0E+06

5. 1388E+08
3,.7065E+00

0.1296E+05
G.ER76E+00

v G LE63E403

G 147 1E+07

0.1269E+03
G.L197E+07

QLIE71E+05
0. 1092E+G7

< RUNS OUT OF SAMPLES IN HIGH FLOW STRATUM FORB BOUND > 17100

L GRAFHICAL QUTFUT FROM SEARCH PROCEDURE:

IIC-~10

O 1291E+0D
O.4BBIE+07

0. 1E293E+05
0. 30H5E+07

0.1280E+05
D 13728407

$.130BE403
0. 1904E+07

8.1380E+05
0.3137E8+07

3

. 1278E+05
0. 2062E+07

0.1276E+05
0. 1985E+07

0. 1274E+03
0.1981E407



FLUX - DOCUMENTED SESBION

¢ FIRSTPLOT DEPICTS SENSITIVITY OF MEAN LOADING ESTIMATE TO
< ETRATUM BOUNDARY AND CALCULATION METHOD

LOGI0 HMEAN FPLUX ESTIMATES (8. FLOW BOUND SYMRBOL=METHGD
LOAD

4.391 H
4,371
4.3411
4,321 H H 1 1
4,301 1
4,281
4.2613 i 1
4.3313 3 3
4,211 2 2 3 1 1
4.191 2 2 3
4.1714 2 2 2 3 3
4.131 4 & 4 2 2
4.131 4 3
4,104 9 ] 3 ] o 4 4 4
4.0815 35
o e e o e o o o oo o e o o o o -
106,00 263.27 426,53 249 B0 7E3.06 916,33 1079.59
HHES

TH>

£ NEXT PLOT DEPICTS SENSITIVITY OF VARIANCE IN MEAN LOADING ESTIMATE TO
< STRATUM BOUNDARY AND CALCULATION METHOE

< MINIMUM VARIANCES SHOWN FOR METHOD ¢ AT BOUNDARIES OF 300-500-
! AND RETHOD AT BOUNDARY OF 300

LOGI1¢ VARIANCE OF FLUX ESTIHATE VS, FLOW BOUND, SYMBOL=HETIHOD
VARIANLCE
7.9911 H
7.831 1 1
7.661H i
7.501 1 1
7.3313 1
7.1712
7.0015
6.844 2 1
&.6714
H.51} 5 3
G351
G.18¢ 5
G. 041 4
5.851 4 Z
5,690 4 4 4 3
PO O — PO — PO o F A —— O
YG0.00  283.37 426,53 989.80 753.06  916.33 1079.59
BOUNRD

£ L)
pL|
L =)

P

—

L3 LR
%41
Ln
[

e Ld Rk 0N
A pd LA
.

<H>»
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FLUX - DOCUMENTED SESSION

¢ LASTPLOT SHOWS RELATIONSHIP BETWEEN VARIANCE AND MEAN
s FOR EACH METHOD AND BOUNBARY

LOG1¢ VARIARCE OF MEAN FLUX ¥5. LOGIO MEMN FLUX, SYMROL=METHOD
VAR IANCE

7.9%94 1 1

7.B31 11

7.661 1

7.501 1 H

7.331 31

7 171 23

70015 Z i 1

L.B41 13

6,673 5 42 3

6.511 3 23

6.3591 55 2

6.181 5 22

6,021 44 3 3 < MIN VARIANCE FORMETHODS 2.9

4
5.851 44 2312 { INRANGE OF .13 TO 418 LOG UNITS
5.691 44 3

TH>

<OFIRAL QUTPUT EROM SEARCH PROCEDURE LISTS FLOW BOUNDARY
< YIELDING MINIMUM VARIANCE FOR EACH CALCULATION METHOD

BOUND YIELDING MINIMUM VARIANCE FOR EACH CALC METHOu:

HETHRD FLO¥ BOUND FLUX YAKIANCE
1 &V LOAD 1168.¢ 16589.0 0. 7170E+07
2§ BTk C 1860.0 14314.1 0.6963E+06
4 10 900.0 15044.9 0. 550BE+0G
4 REGRES-1 S00.¢ 13566, 2 6,487 4E+06
5 KEGREL-2 500.0 128¢01.6 0. 1372E+07

< BASED ON ABOVE RESULTS, WE CAN DEFINE FLOW STRATA
I A BOUNDARY OF 500 YIELDS MINHAUM VARIANCE FOR METHOD 4
CURRENT STRATA BOUNDS: 0.00

DPTIONG FUR DEFINING STRATA: < STATUM DEFINITION MENU
i USE FLOWS - SEARCH FOR EDUNES

H

2. = USE FLOWS ~ ENTER BOUNDS DIRECTLY
3. = USE BRTES -~ ENTER BOUNEB LIRECTLY
4. = DO KOT STRATIFY

99, = RETURM T0 MAIN BENU
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FLUX - DOCUMENTED SESSION

ENTER CODE <H.»? 2 < ENTER FLOW BOUNDS

HAX FLOM FOR ALL DATES = D56G63.322

ENTER MAX FLOW IN EACH INTERVAL, ONE AT » TIME, RETURN TO EIOF
KHAX FLOWT 300
HAX FLOW?

§ FLOW BOUNDARY OF 500
{ PRESS BRETURN TO END FLOW ENTRIES

SAMPLE DISTRIBUTIONS

STRATUHM EOUNE COND SAMPLES  FLOW SAMPLES
3 100.006¢ 53 365
TOTALS 53 365

< STATISTICAL COMPARISON OF SAMPLED AND TOTAL FLOWS

NOTE:  5.21% OF TOTAL FLOW VDLUME EXCEEDS NAXIKUM SAMPLED FLOW
COWPARISON OF FLOW DISTRIBUTIONS
—————— SANPLED -===-  m—-mmo= TOTAL =-me-- .

SIRAT W MEAN STD DEV N HEAN STB DEV  BIFF T EROB(D)

1 44 168.0 92.3 320  183.3  110.6 -15.3 ~1.008  0.318
2 9 1355.2  1473.56 45 1112.2  968.5  243.0  0.475  0.648
ALL 53 369.6  737.3 365 297.9  466.5  71.7  0.689  0.501
& DESIRABLE TOHAVE SAMPLED FLOVWMEAN = TOTAL FLOW MEAN IN EACH STRATUM,

< FPARTICULARLY IN THE HIGH FIOW STRATUM

IFPROBIP>THISLOWIEG., <010~ 0051 CAUTION SHOULD 8BE EXERUISED IN

o,

USING MINIMUM VARIANCE ALONE AS THE CRITERION FOR SELECTING THE
BEST LOADING ESTIMATYE

oy

KEDEFINE STRATA <O0.=H0,1,.=YEGRT g C RETURN TO STRATUM MENU IF >0
§ BAMPLES ARE NOW STRATIFIED
i REALY FOR FINAL DIAGROSTIC PLOTS ANDG LOADING CALCULATIONS

SH>

F L U X PROCEDURES: < MAIN MENU

1. = HEAD HNEW DATA

S ECT. MAIN MENU

9%. = END

ENTER CODE <HH.>7 4 < DIAGNOSTIC PLOTS

TIC~13



FLUX - DOCUMENTED SESSION

F L U X FLOTYING PROCEDURESE

1. = BET PLUT WIUTH AND HEIGHT
< EFC PLOT MENU

9%, = RETUERN TO MAIN MENU
ENTER CODE <HH.:T i¢
SCALE LINEAR <0.%
8 = S&MPLED FLOUE,
STRATUM = 1
INTERVAL MINIMUM - GEOMETRIC SCALE
494,23
£33.28
362.52 08
316.47 §
26%.90 400000
237.73 60
19%.04 0000
167.04 Q0D
143.0& p0Ga
142.%2 Googo
104,93 0@
89,87 000
76.97 ¢@
65 .92 JOGOGL0L60
G.00

% = ALL FLOUWE

0 = SAMPLED FLOWS, ¥ = ALL FLOWS
STRATUM = 2
INTERVRL MINIHUN -
5663.32
4700.55 0
J901.4%
3238.20
2687.70
2236.79 0
1851.55
1536.78
1375.33
1058.69 4
B78.71
739.33 ¢
G0D.34 ©
S62.43 00DO
.00

BEQMEIRIC SCALE

<H>

IIC-14

OR GEOMETIRIO 1.2 7

2

&

§ COMPARE FLOW DISTRIBUTIONS BY STRATUM

i

LOW=FLOW STRATUM COMPARIEON

X

RARELERRX LK RARKRRX
ELXAXKEAXALK
EXERNAXAARKLARKRARK
AXHHNLXEARR ALY
XEXRRRAARNEX XA LAKRK
RXXEREX XA RX R AR AN RN KL
KXER R R R RO
[$.09995 890058080850 80 940
SRR R KA R E XXX KX
KEXARRAREKER RN ERA
BEXNAEAREREAAAX
LS$5.009.69.0 800587 8:0.¢4
LR X

S HIGH-FLOW STRATUM COMPARISON

X

X

X

X

XXX

XX

L$.9.9.0.4
XXEEAX
HXEXRE
KAXAXLAKY
REXIXXX XXX



FLUX - DOCUMENTED SESSION

¢ = SAMPLED FLOWES, X = ALL FLOWS
ALL GTERATA
INTERVAL HMINIMUM - GEOMEIRIC SCALE

<H>

5663.32
4020.64
28354.45
2036,31
1438.72
1021.41
732%.1%
314.82
365.49
259.48
184.22
130.78
92.83
60.%2
0.0

g
g

g

&

aagd

BG00
0enasnLn
aaooon
00000eaann
pooooo
040006000008

X
X

X

XELXXK

XXXXXX

(49590898044

FS 98300900098 8804
XXEARARLRRA LA LARARNLLAXN
FXXLELERXEN AR BN R AARE LA
(O3S 5355058080508 8 48080400
XX EXXXER R ER AKX A LA
EXXAXEERE R RN LR K AL
LSS SIS 000N R eSS0

¥ FACH FLOW STAATUM IS5 REASONABLY SAMPLED

{ PROCEED WITH FINAL LOAD CALOULATIONS

F L UX PLOTTING PROCEDURES:

1. =
95, =
ENTER

<R

F L

PR
HoH OB # 08 # ol

P

*

[ B B w s B CHE ¢ L I & S N
T = » -

o4 o# H

=

ENTEE

SET PLOT WIDTH AND HEIGHT
< ETC PLOT MENU

RETUEN T0 BAIN MENU
CODE <HNN.>? 99

X FPROGCEDURES:

KEAD NEW IATA

LISY S&MPLE RECGRD
LIST FLOW RECORD
FLOT DaTA

HEFINE STRATA
CALCULATE LOADINGS

ANALYZE

RESTRYALS

DELETE A SARMFPLE

HELF
END

CODE <HN.>Y 6

< RETURN TO MAIN MENU

Y DALCULATE LOADINGS

I1C~-15



DEGRAY INFLOW 1980

FLUX - DOCUMENTED SESSION

TOTAL P

COWPAR ISON OF GAHPLER AND TOTAL FLOW DISTRIBUTIGNS

STRATUH  BOUND  ND
1 500.0 320
2 5663.3 45

ALL
<H>

365

NG NQX
44 B7.7
% 14.3
53 180.0

3.0

100.0

HCX

17.¢

¢ NQ = NUMBER OF DAILY FLOWS IN STRATUM

i P

#,

< SUMMARIZE LOADINGS

LORDING TABLE ~- UNSTRATIFIED ESTINATES

REGRESG-]
REGREG-Z

NG ND
53 365
53 365
53 365
53 365
53 365

FLOW
297.88
297.88
297.88
297 .88
297.88

FLUX
21127.7
170%87.3
17846.9
16088.6
13633.5

LOADING TARLE - STRATIFIED ESTIMATES

HETHOT

1 AY LOAD

2§ WID C

3 11C

4 REGRES-1
5 REGRES-2
SH>

ND NG
53 365
53 365
53 365
53 365
53 353

FLOW
297.08
297.88
297.88
£97.88
2%7.84

& FLOW = MEAN TOTAL FLOW
¢ FLUX = MEAN LOADING ESTHAATE (KG/YR)

VARIANCE = VARIANCE OF MEAN LOADING FSTIMATE

FLitX
16468.6
14493.7
14947.5
13666.2
12801.6

OHEAN-T
183.4
1112.2
297.9

OMEAN-S £/ SLOPE

168.0
13585.2
369.6

VARIANCE
C.2401E+08
G,1863E+08
0.2154E+08
4.9902E407
G IG15E+07

VARIANCE
$.3187E+08B
0. 3Z1BE+07
0.319GE+07
0.4B74E+06
0.1372E+07

-%.131
$.390

0.263

NO% = BUMBER QF DAILY FLOWS, ASPERCENT QGF TOTAL FLOW RECORD
NC = NUMBER OF CONCENTRATION SAMPLED IN STRATUM
NC® = NUMBER OF CONCERTRATION SAMPLES, ASPERCENT OF TOTAL SAMPLES
OQMEAN-T = MEAN TOTAL FLOW

OQMEAN-5 = MEAN SAMPLED FLOW
{ C/Q SLOPE = SLOPE OF LONG {CONC) VS LOG (FLOW) BREGRESSION IN STRATUM

CORE
70.93
37.16
5%9.91
94.01
45.77

Cone
33,25
48.65
50.18
4% .88
42.98

<
< CONC = FLOW-WEIGHTED CONCENTRATION = FLUX/FLOW (PPB OR MG/M3}
OV = COEFFICIENT OF VARIATION OF FLUX AND CONC ESTIMATES

&y

= STANDARLD ERROR OF THE MEANMEAN

11C-16

cy
0.461
0.254
0.268
0.1%96
0.093

¥
0.343
04124
2.120
0081
0.092



FLUX - DOCUMENTED SESSION

< STRATUM BREAKDOWN USEFUL FOR EVALUATING MONITORING EFFICIENCY

LIST SIRATUM BREAKDDWNS <0.=HO,1.=YESH7 i

BREAKDOWN BY STRATUM FOR HETIHOD =

STEAT BOUND WO
P 500.0 320
2 5663.3 45
T0TAL 365
QFTIMAL( OPTZ )

HE HCE gFrTx
44 B3.02 12.24
9 16,98 87.74

53 106.00 106.00
53

BREAKDOWN BY STRATUM FOR METHOR =

STRAT BOUND  ND
1 500.0 320
2 5663.3 45
TOTAL 365
OPTINALC OPTZ )

N HUZ
44 B83.02 22.64
T 16.98 77.36
53 106,00 100.00
53 '

OFT%

BREAKDOWK BY SIRATUM FOR METIHOE =

5TRAT BOUND K
1 5G0.0 336
2 G663.3 43
TOTAL 363
OPTIHALC OPTX )

HE NLZ GPTX
44 B3.02 22.62
9 16,98 77.38
53 100.00 100,00
53

BREAKDDWN BY GTRATUN FOR HETHOD =

STRAT EDUND ND
1 500.0 320
7 5663.3 45
TOTAL 365
DPTIHAL( DPTX )

MO L1t 4
44 83.02 45.21
9 16.98 54.79
53 100.0¢ 100¢.00
53

OPEy

BREAKDOMN BY STRATUM FCOR HETHOD =

STRAT BOUND N
1 S0€.0 320
2 5663.3 43
TOTAL 365
OPTIMALC OPTX 3
“H>

P N A N O S A

HC NEX
44 B3.02 32.42
9 i6.98 67.58
93 100.00 100.00
53

S

1 AV LGOAR

FLOW-C FLUX-C
160.8 3613.6
137.1 12854.9
297.%9 16468.6
20 eIpC

FLOE-C FLUA~E
160¢.8 3943.7
137.1 19550.0
297.9 14493.7

3 140

FLOW-C FLUX-C
160.8 3942.9
137.1 11004.6
297.9 14947.5

4 REGREG~1

FLW-C FLUX-C
160.8 3898.8
137.1 G767.4
2%7.9 136606.2

S REGRES-2

FLOW-E FLUX-C
160.8 3884.8
137.1 8916.9
297.9 1aBéi.a

FLOW-C = CONTRIBUTION OF STRATUM TO TOTAL FLOW
FLUX-C = CONTAIBUTION OF STRATUM TO TOTAL FLUX
QPTH = PERCENT OF SAMPLES YIELDING MINIMUM VARIANCE I8N TOTAL FLUX

= GPTIMAL VALUES OF NC% FOR OBSERVED VARIANCE DISTRIBUTION
OPFTIMAL (OPT%] = ESTIMATED VARIANCE AND CV OF MEAN IF NC (B3 TOTAL)
WERE DISTRIBUTEL OPTIMALLY AMONG STRATA ACCORDING TO

OFTR

11C~17

< PRINT BREAKDOWN

VARIANLCE-C
0. 1264E+086
£.38174E+08
0.3187E+08
§.6999E+07

VARIANCE-C
0. 5540E+05
3.3163E+07
0.3218E+07
§.8974E+06

VARTANCE-C
0.5493E+05
0.3141E+07
0. 31968+07
4.8910E+06

VARIANCE-C
G.595BE+0S
G.AI7HE+DE
0.4874E+06
0.2420E+04

VARTANCE-C
G.6169E+05
G.1311E+07
G, 1373E+07
0. 4B73E+06

COND
24,5
93.7
55.3

COHC
24,35
75.9
48.7

CONC
24.5
86.2

50,2

LORE
Z24.3
71.2
43.9

cy
§.098
4.438
§.343
$.161

Ly
0060
G. 169
0,124
. 065

cu
0.065%
4.161
G. 130
0,063

oy
0.063
0.067
0.451
0.036

cv
0.064
$.128

0 4.092

055



FLUX - DOCUMENTED SESSION

{ THE OPT% COLUMN PEOVIDES INFORMATION USEFYL, FOR REFINING SURVEY DESIGNE

FOR METHOD 4, THE OPTIAL SAMPLE SPLIT I8 45% LOW-FLOW/SBE% HIGH-FLOW
ASCOMPARED YWITH THE B3% / 17% BPLIT IN THE DATA SET

o

N FUTURE MONITORING, MORE PRECISE FLUX ESTIMATES CAN BE DERIVED BY
SMHIETING SOME OF THE SAMPLED FROM THE LOW-FLOW T2 THE
HIGH FLOW STRATUM

FNr AN

D QRJECTIVES FOR ESTIMATING LOADING FOR OTHER COMPONENTS AND/OR SEASONS
SHOULED ALE0 BE CQNSIDERED IN REFINING SAMPLE ALLGCATION

P

g
Faud
[l

¥ FPEOCEDURES: O MAIN MENT

READ NEW DATA

LIST SaHPLE RECORD
LIST FLOW RECORD
FLUT BATH

UEFIHE SIRATA
CALEULATE LOADINGS
AMALYZE RESIDUALSE
DELETE A GAMPLE
HELF

ERD

[

M
BoOoH

PREY

[ BT = < B ML I & BN A AN RS
s Xk
Bowo g ou

[EI

ud

ENTER CODE (NN.-? 7 $ RESIDUALS AMALYSIS

HETHOD HUBBER (N> 7 4 ¢ CALCULATION METHOD 4
STEATIFIED <1l.> OR NOT <0.> 7 1 ¢ STRATIFIED

RESIBUALE ANALYSIS FOR HMETHUD: 4 REBRER-1 $ PLOT OBE VS ESTLOADS
JBE Y8, EBT FLUXES (LGS SCBLES), + YmYX
OBSERVED

5.BG1 +

&
i

* P =

L LR s s R N A
i o

w
W e G Ral Bl e

W ehn o Wdw Wl e UT LR LN LR

f 111 +
3.861 1 1 +1
J.661 131111 1
3.471335381 11111

3.2711 1 11

3.G8H1D 4L

K

3.36 3.68 4.49 4.50 4.93 3.33 5.75
ESTINATE
<H:

TIc-18



FLUX - DOCUMENTED SESSION

€ REGREES DBSERVED VS, ESTIMATED [ OADS

BIVARIATE REGRESSIOM
INTERCEPT
R-SOUARED
510 ERKOR OF SLOPE
DERREES OF FREETOH
Y HEAN
X HEAN
CH
RESIDUAL = LOG(OBS/EST FLUX) { PLOT RESIDUALS AGAINST FLOW
RESTIDUAL
4.531 1
0.46!
0.391
0,311
0,24 1 1
0,171 H i i 2 g + HESHMNIAL =0
0.091 1 1 1
0.02110 o+ 4+
-0.0511 1 1
-0.13111 P11
-0, 201 1
-0.271 11 1 2
-6.351 1
-0.421
~0.491 1

Y V8. X
0.1304 SLOPE
4.9050 MEAN SQUARED ERROR
¢.0433 T STALISTIC
31 PROBABILITY(XIID)
3.7299 Y SID DEVIATION
3.7716 X 5TD DEVIATION

0.9541
Q.0287
23,0437
0.0000
8.5444
0.0000

FEN U I I S B 1

OB OB OB OH OB

i
1 1+} 1+ * * E I *

TH>
RESIDUBL { PLOT RESIDUALS AGAINST DATE
0,531 ¥
0.46]
.39
0.3
0.241 1 1
0.171 21 i 1
0,091 1 11 1l 1
G.02i+ 2+ + 111 1 ¢ + 11+ +1 +i ¥
-3.051 1 J S SIS 81
=0.13t1 11 21 e i 1 2121
-0, 2011 21 2
~¢.271 1 1 2 1
~0. 351 1
~3.421
-0, 4% 1
o G o Fom e e e — o e
3.00 61,10 120,20 179.31 23B.41 297.31 306.&1
D&TE

PR

<Hr

I1¢-1%



FLUX - DOCUMENTED SESSION

S LIST CBSERVED AND FREDICTED FLUXES FOR EACH SAMPLE DATE

LIST OBS. AND FRED. FLUXES <0.=380,1.=YE3>7 |

GEGRAY IHFLOYW 1980 IGTAL P RETHCD= 4 REGRES-1
[ES LATE STEATUN FLOW HES T TN E-LONC G-FLUX E-FLUX LOG(RATIO}
1 2 1 217.31 16,00 23.72 3477.0 5154.2 ~0.171
2 g 1 185,90 17.00 24.57 2820.3 4076, 5 -3, 160
3 15 1 141.93 14.00 35.08 1987.¢ 3559.6 ~9.253
SOETOFOR EACH SAMPLE
51 350 1 386,07 31.00 22.88 8868.1 £544.9 ¢.132
32 357 1 iG4,.04 17,00 24,060 2794.9 4049.6 0. 16D
53 364 1 136,25 34.00 25,31 4632.4 3435.8 G.13¢
SHx

$ OCONC, E-CONC = OBSERVED AND ESTIMATED CONCENTRATIONS
OO-FLUK E-FLUX = QBSERVED AND ESTIMATED LOADS
S LOG RATION= BESIDUAL = LOGID {0-FLUX [ E~-FLUX]

C SACKKNIFED ESTIMATES

LIST JACKENIFED LOADS <0,=NO,l.=YEG:? H

& PROGHRAM EXCLUDES EACH SAMPLE, ONE AT 4 TIME  AND RECALCULATES LOADS

< USING SPECIFIED CALCULATION METHOD (4 1N THIS CASE} WITH STRATIFIED
ARD UNSTRATIFIED SAMPLES

L OUTPUT ILLUSTRATES SENSITIVITY OF LOAD ESTIMATE TO EACH SAMPLE

DEGRAY INFLOW 1980 IDTAL P HETHOI= 4 REGRES-1
JRCKKNIFED LOADING ESTIMATES
wwwwwwww SARFPLE EXCLUDED —--omwwwme -— UNSTRATIFIED -~ ~== SIRKATIFIED ---
aB& BATE STRATUNM FLOW CONE LOAD ZLHANGE LOAD LUHANGE
HONE 16088.7 13666.2
1 2 1 21741 16,84 15181.3 8.58 13707.6 0.
Z 8 1 165,90 17.00 14146,7 0.36 135694.9 0.2
3 15 1 141,93 14.00 16143.5 0.34 13760.5 6,35
< ETC FOR EACH SAMPLE
30 343 2 4926.23 G97.0¢ 13198.9 -17.96 13346.1 ~2a 34
91 asq 1 28607 31.09 16180.9 G.587 13608.3 -0, 43
52 357 1 164.064 17.00 16146.0 ¢.36 134694.7 0.21
53 364 1 136.2% 34.00 16072.4 -9.10 13640,7  -0.19

R

3085 = SAMPLE EXCLUDED

B CHANGE = PERUENT INCREASE OR DECREASE IN LOAD ESTIMATE WHEN GIVEN
4 = SAMPLE ISEXCLUDED

1IC-20



FLUX -~ DOCUMENTED SESSION

£ HISTOGRAM OF JACKKNIFED LOAD ESTIMATES

JACKKHIFED LOADS, SYMBOL=5TRATUH
INTERVAL MININUH - LIKEAR SCARLE

140006.30 2

13937.9¢

136875.49 S WIDER SPREAD OF VALUES FOR
13813.09 2 { MIGH-FLOW STRATUM (2) REFLECTS
13750.68 ¢ GREATER SENSITIVITY

13G88.28 2111111111111

13625.68 1111111112313313111121313813111
13563.47 11211 :

1305061.07 1

13438.67 L ESTIMATE 1S REASONABLY ROBUST
13376.26 2 C BECAUSE RANGE OF JACKKKNIFED
133i3.86 2 < VALUESISLIMITED

13251.45 < IMAXIMUBAINIMUM] = 1.07
1318%.05

13126.6% 2

H>
¢ END OF RESIDUALS ANALYSIS

F L U4 X PROCEDURES: < MAIN MERU

[

READ NEW DATA

LIST SAMPLE RECORD
LIST FLOW RECORD
PLOT DATA

BEFIME STRATA
CALCULATE LOADINGE
ANALYZE REGIDUALS
IELETE A SAMPLE
HELP

= ENI

¥

A x a & ¥
I 1 S | T

I 1

(2 e I~ L TR WIS
s = 8 %
i

afx

ENTER CODE <NN.HY g T ODELETE A SAMPLE
< USE THISPROCEDURE TO DELETE A SAMPLE FROM THE DATE AEAD INTG MEMORY

¢ DOESNOTMOUIFY SOURCE DATA FILE

TIC-21



FLUX -« DOCUMENTED SESSION

{ PROGEAM AUTUMATICALLY LISTS SAMBLE RECORD

SHHPLE  JULTAR STRATUM FLOW IOTAL P
1 2 1 217.351 16,00
2 g 1 165.9¢ 17,48
3 13 1 141.93 14.00
§ ETC FOR EACH SAMPLE
LAY 343 2 4938.33 97.40
Il 1534 1 286.07 31.9¢
a2 337 1 164.64 17.00
53 364 H 136.3% 34,00

ENTER GAMPLE NUNMBER T0 BE DELETED {0.=NOMNEX?

wH>

DELETED AND SAMPLES ARE BELISTED
. ENTER D" TQ QLIT AND RETURN TO MENU
F L U X PRGUCEDURES: L MAIN MENU

RERD NWEW Hala

2. = LIST SARPLE KECORD
3. = LIST FLOBW RECOED
4., = PLOI DATA
G. = BEFINE STRATA
6. = CALDULATE LOADINGS
7. = ANALYZE RESIBUALS
8. = DBELETE A SAMPLE
9. = HELP
99, = END

ENTER CUBE (HHN.>7 E < HELP MERU

< LIST ONLINE DOCUMENTATION

4

W VALUE BETWEEN | AND 5315 ERNTERED, CORRESPONDING SAMPLE 15

RhEAARERRIKIARIARAIARARKARKA AR AARRRR R AKARKRAAAR KA AR A AKARK

ki

k& FFFFFF L 1 i X
&k ¥ L i U £
&k FFFF |3 1§ i

A% F L U i X
Ak F LLELLLL HHHEHIIY X
#k

XX

X
¥

4

H

Kk
3
RE
Rk
AR
Ak
2.4

AARARARAARERARRARRRAALSARARBARAAAAAKLAZRAAKRRRARAARRAZAL
&4 ORLINE BOCUMENTATION FOR -~ F L U % -— VEREBION 2,0 44
hkhhhA kiR R khkakhhdh kR ididdAhhii kARt kAR A ARAhhhhk ki

COMIENTE:
I. - GENERAL FROGRAM DESCRIPTION
2. » PROCEDURE DESCEIPTIONS
3. - GLOBSARY

i1Cc-22
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FLUX - DOCUMENTED SESSION

4. - TERMINAL CONVEHTIONSG
99, - RETURN TQ PROGRAHN

ENTER SELECTION 7 1 L BEQUEST GENERAL PROGRAM DESCRIPTION

FLUX IS5 AN INTERACTIVE FPROGKAM BECIGHED TD ABSIST IN ESTIMATING THE
LOABINGS OF RUTRIENTS O OTHER WATER QUALITY COMPONENTS FASSING A
ITRIBYTARY SAMPLING STATION OVER A BIVEW PERIOD OF IIHE.

THE FLUX PROGEAN KEQUIRES:
1~ INSTIANANEOUS CONCENTRATION ANDB FLOYW DATR DERIVED FROM ERAB SAHPLING
A -~ A COWTINUGUS FLOW RECORD, TYPIDALLY MEAN FLDUWS FOR EACH OF 365 DAYS

USING 5 ALTERWATIVE METHOOS, THE PROGRAM IMTERPRETS THE GEAR SAMPLING DATA
IN ORDER I0 ESTIMATE THE TOTAL LOARDING COZRESPONDING TO THE COHTINUOUD FLOW
RECORD.

IHE LOADING ESTIMATES CAW BE UBED IN FORMULATING RESERVOIR NUTRIENT
BALANCES DVER ANNUAL DR SEASONAL RVERAGING PERIGDS.

#

ETC.
HELP FILE WILL CONTAIN INFORMATION ON PROGRAM UPDATES AND OTHER
< RASIC INFORMATION

o

< BETURNS TQ HELP MENU

ARARARRAKAAIAKAARARARAKARIARARARKARRARARAARRAKARARARAALR
#% DNLINE DOCUMENTIATION FOR -~ F L U X -~ VERSION 2.0 Ak
ARARAAARARKKAREEARAARARARRAAIARARAKAARAREARRRAR AR IR KA £ AR

COMTENTSE:

3

GENERAL PROGRAM DESCRIFTION
PROCEDURE DESCRIPTIONS
GLOSSARY

TERMINAL CONVENIIONS
RETURN 10 PROGEAH

»
S

F- AR AR R
P

)

a9,
ENTER SELECTION 7 9% < RETURN TGO MAIN MENU
F L U X PKROCEDURES:

1. = KREAD MEYW D&ATA
< EFC MAIM MENU

99, = ENB

ENTER CHDE <HH.»7 29 < ENDG PROGRAM EXECUTION
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PART II1: PROFILE - REDUCTION OF POOL WATER QUALITY DATA

PROFILE is designed to assist in the analysis and reduction of pool
water quality measurements, Program structure is illustrated in Figure III-1.
The user supplies a data file containing basic information on the morphometry
of the reservoir, monitoring station locations, surface elevation record, and
water quality monitoring data referenced by station, date, and depth. The
program's functions are in three general areas:

a. Display of concentrations as a function of elevation, location,
and/or date.

b. Robust calculation of mixed-layer summary statistics and standard
errors.

¢. Calculation of hypolimnetic and metalimnetic oxygen depletion
rates from temperature and oxygen profiles.

These applications are introduced in the following paragraphs. Details are
given in subsequent sections.

Several display formats are available for depicting the spatial and
temporal variability of water quality conditions within the reservoir. 1In the
interest of maintaining hardware independence and transportability, the dis-
plays are designed to be "functional" rather than '"fancy." Since most of the
graphics are routed through a single plotting subroutine, the program could be
easily modified to provide high-resolution graphics and/or scaling optiomns

compatible with specific hardware.

DATA
INVENTORY
TN OATA
LISTI
STING TRANSFORMATION
DATA i
ENTRY
WINDOW
PROFILE
ONLINE MAIN
DOGUMENTATION PROGRAM e
HELR) DISPLAY
OXYGEN
5 SURFACE
DEPLETION
CALCULATIONS WATER QUALITY
SUMMARY

Figure III-1. PROFILE schematic

III-1



Mixed-laver water quality data can be summarized in a two-way table for-
mat which depicts wvardiations as a function of space {station or reservoir seg-
ment) and time (sampling date) over date, depth, and station ranges specified
by the user. In the two-way analysis, filtering and weighting algorithms are
used to generate robust summary statistica (median, wean, and coefficient of
variation of the mean) for charascteyization of reservoir trophic status, eval-
uations of data adequacy and monitoring progrem designs, and application of
empirical models.

Hypolimnetic oxygen depletion rates ave important symptoms of sutrophi-
cation in stratified reservolrs. Using input oxvgen and temperature pfgﬁilesy
the program applles intevpolation and area-welghting procedures to calculate
deplevion rates. Graphic and tabular cutputs assist the user in selecting
appropriate sampling dates and thermoaline boundarvies for oxygen depletiom
galculations,

PROFILE is interactive; the user directs the flow of the caleularions
through a sevies of linked menus, as shown in Figure I1I-2. The section at
the end of this Part, entitled PROFILE Documented Session, presents a docu-
mented terminal session which demonstrates each procedure and output format,
The following sections describe input data requirements and suggested appli-

cation procedures for use of the program in each of the areas mentioned above.
INPUT DATA REQUIREMENTS

PROFILE regquires an input data file as described below and fllustrated
in the section, Input Coding Feorms. TInpuis are gspecified in the following
general groups:

Group 1l: Title - regervelr name, 21c.

Group Z: Farameters and Unit Conversion Factors.

Group 3: Reservoir Hypsiographic Curve - surflace area versus
elevation,

Group 4: Component Key - identifies types of mesasurements in
file.

Group 5: Station Key - station number, usser code, description,
river kilometer, bottom elevation, segment number, asrea
welghting factor.

Group 6: Date Key — raservoir surface elevations on each sampled
date,

111-2



PROF!LE PROCEDURES:

—

oy

o © @ N @ A WD

w0
o

READ DATA FILE

DEFINE WINDOW

LIST STATION, DATE, AND COMPONENT KEYS

LIST PROFILE DATA

INVENTORY DATA BY STATION, COMPONENT, AND DATE
DISPLAY MENU

TRANSFORMATION MENU

CALCULATE CXYGEN DEPLETION RATES

CALCULATE MIXED LAYER WATER QUALITY SUMMARIES
HELP

END

PROFILE WINDOW, SAMPLES = 169
CURRENT PARAMETER VALUES:

"y

r

c oo s W

STATION RANGE = 1 TO 6
ROUND RANGE =1 TO 4

DEPTH RANGE = 0.0 TO 989.0
COMPONENT RANGE =1 TO 2

RESET WINDOW TO INCLUDE ALL DATA
EDIT ALL PARAMETERS

i

i

u

KEEP CURRENT WINDOW

PROFILE — DISPLAY MENU:

1.

© @ N0 e W

©
©

SET PLOT WIDTH AND HEIGHT
PLOT FORMATS

Y-VARIABLE X-VARIABLE SYMBOL BY
ELEVATION CONC DATE STATION
ELEVATION CONC STATION DATE
ELEVATION DATE CONC STATION
ELEVATION RKM CONC DATE
CONC RKM DATE
CONC DATE STATION
HISTOGRAMS
BOX PLOTS

RETURN TO MAIN MENU

Figure 1I11-2. PROFILE menus (Continued)
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PROFILE TRANSFORMATION MENU: SUBMENL ©

1= ADD CiNY = Sy + Gi

Z = SUBTRALTY CiNy = C{l} - G}
3= MULTIPLY SNy = G}y - Gl
4, = DIVIDE CINY = Oy 7 G}

& = TURBIDITY CALC N} = VSECCHI - 025 CHLALD

. = RETURN TO MAIN MENL

PHROFILE HELP MENLE SUBMENY D
1. = GENERAL FROGRAM DESCRIPTION

2.

¥

PROCEDURE DESCRIPTIONS
3. = GLOBSARY
4. = TERMINAL CONVENTIONS

85 = RETURN TO MAIN MENU

Figure ITI-2. {Concluded}

Group 7: Profile Data - station, date, depth, concentration
measurenents.,

The data file can contain measuremsnts of up to 10 different water quality
components. For sutrophication studies, the input file would normally contain
meagurements of oxygen, temperature, total phosphorus, ortho-phosphorus, inor-
ganic nitrogen, organic nitrogen, total nitrogen, chlorophyll-a, and Secchi
depth, Output is formatted to provide one place to the right of the decimal
point; thus, input units should be milligrams per cubic merer (or parts per
billien) for nutrients and chlorophyllea and meters for Secchi depth. Other
components should be scaled accordingly.

Group 2 containg scale factors to convert input area, elevation, and
depth units to metric units used by the program {(square kilometers for avea
and meters for elevation and depth). Missing concentration values are flagged
with a special code specified in Group 2. 4 "date grouping factor” can be
defined to combine data for summary purposes., In large reservoirs, it may be
difficulec o sample all pool monitoring stations in 1 day. If a grouping fac-

tor of two is specified, for example, sampling dates in Group 7 will be
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associated with the sampling rounds identified in Croup & iIf the sampling date
and round date differ by 2 days or less.

Integers {range 0I-153) ave used to identify sampling stations and are
cross—-referenced to user—defined station codes and descriptions In Group 5.

To facilitate interpretation of datra dilsplays and tables, station pumbers
should be assigned in a logical order (e.g., upstreaw or Jownstream order
within each tributary arm). The "river kilometer"” input for each station
would normally represent the distance along the thalweg from the reservodlr
inflow; since the river kilometer index is usged only for spatial display pur-
poses, any frame of reference cam be used,

In computing summary statlstics, "segment numbers' gpecified in Group 5
can be used fo combine data from specific stations based upon their relative
proxzimities, major tributary arms, horirzontal miving characteristics, ete.

For example, if the file contalns twe adjacent stations {or two stations with
gimilar cbserved water guality), data from these stations can be grouped by
asglgning them the same segment number. Segment numbers can refer divectly to
rhe gpatial segments used in reservoir wmodeling (see BATHTUBR). If oxygen
depletilon calculations are not desired, it is also possible o use segment
numbers to refer to statioms in different reservoirs.

"Areal wedights' are used in caleulating area~weighted summary statistics
over the entire reservolr and should reflect the approximate surface area rep-
resented by each statiom. These can be estimated by plotting stavions on a
regervolr map and allocating a given area to each station, bazed upon relative
station locations and bisecting lines between adiacent gtations. Since they
are vescaled in caleculations, the welghting factors do not have to sum to 1.0,

PROFILE can handle problems with the following maximum dimensicns:

Humber of stations = 50
Number of samplipng rounds = 140
Humber of water quality components = 14
Number of samples = 1,000

Note that Ilimitations on sample numbers, sampling rounds, and opumber of watey
quality components apply only to data read into the computer memory at the
time of progran execution, not to the data {lle itself, Since the user is
prompted for the ranges of statdon numbers, sample years, and water gquality

components to be considered in a given run, the data fille can be much larger

ITI-5



rhan indicated above (except for the maximum number of stations). A warning
statement s printed if problem size limitations are wiclated. Size llmita-
tions can be modified, by changing the appropriate aryay dimension statements
and recompiling the program. Users should check the online documentation file
{accessed through the HELP menu) for maximum problem dimensions or other pro-

gram changes in updated versions of PROFILE,
DATA ENTRY AND REVIEW

Once an input data file has been generated for a particular reserveoir,
Table III-1 outlines procedures for initial data input and review using PRO-
FILE, This process would normally consist of three steps:

A Reading of data for specific components, stationg, and years inio
COmpu Ler memd £¥.

(o

Listing of data and editing of any input coding ervors.

c. Dlagnostlc plotting as a functlon of elevation, river kilometer,
and/or date.

Display formats are illustrated later in this Part. Plots are generated
rhrough the display menn (Figure IITI-2) and are characterized by four
dimensions:

a., X-variable (horizontal scale).

b. Y-variable (vertical scale},

c. Symbel variable {symbols defined by variable values, 1.e.,
contoursy.,

d, Variable {separate display genevated for each variable value).
Variables potentially used in these dimensions include concentration, river
kilometer, elevation, date, and station. 8ilx combinations are agvailable from
the Display Menu (Procedures 2-7 in Figuve 1II1-2}. Histograms (Procedure 8)
ot box plots (Procedure 9) can be generated using symbols or groups defined by
station, segment, or date, Displays are repeated for each water guality com
ponent specified in the current data window (see below)., Plot size {(rows and
columns) can be modified using Procedure 1. Plot scaling is done automaii-
cally based upon variable ranges, and linear, geometric, or logarithmic scales
can be speciliied.

The "data window" can be set to restrict the observations to certain
stations, dates, depths, and components. This applies beth to the display

routines and to the data summary voutine described below, For example, to
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Table III-1
Application Steps for PROFILE: 1 - Data Input and Review

Step User Action Program Action
1 ——— DATA INPUT ---—- - ———— -—— -
A Run Program
B Specify Input Data File Name
C Read Parameters and Conversion Fac-
tors
Read Area/Elevation Table
Read and Print Component Key
D Specify Component Subscripts to be Used {(maximum 8)
E Specify Minimum and Maximum Station Number (0-99. for all)
F Read Station Key
G Specify Minimum and Maximum Year (last two digits, 0-99. for all)
H Read Date Key and Profiles
Print Error Message 1f Sample is Not
Indexed 1in Station or Date Keys
I If No Samples: End Program
Execution
J Print Numbers of Stations, Dates,
Samples, and Components Read
K Set Window to Include All Data
L Sort Profiles by Station/Date/Depth
M Enter Routine to List Keys:
Print Area/Elevation Table
Print Station Index
Print Component Index and Plot
Symbols
Print Date Index
N Print Main Program Menu
p - - ——— 17 1) 0 o S —
A Request Listing of Profile Data (PROC 4)
B Print Sorted Profile Data
c Review Profile and Key Listings
D If Coding Error Found: End Program, Edit Data File, Repeat DATA
INPUT
E Print Main Program Menu
3 - = —— DATA DISPLAY ———m——mmr e e e e
A Request Display Menu (PROC 6)
B Print Current Data Window
c Edit Current Window (Optional)
Specify Station Range, Date Range, Depth Range, Subscript Range
D Print Display Menu
E Request Diagnostic Plots Appropriate for Particular Problem
¥ Print Requested Plots
G Review Plots
H Print Plot Menu
1 Request Main Menu (PROC 99)
J Print Main Program Menu
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dizplay mized-laver water quality conditlons, the window should be zst to
include the mixed-layer depth range {(#.g., 0 to 5 m) pricr to entering the
rlot routines, and samples outside ¢of the specified depth range will not be
used. Note that window paramelers refer to data read into compulsr mewmory
during a given run, net to the entire data file contents., After the data
gantry routine, the window is indtialized to include all values but can be
reset at any time,.

The transformation routine can be called from the main menu {Proce-
dure 7} to add, subtract, multiply, or divide two components or to compute
nonzalgal turbidity from chlorophyll-a and Secchi depth (see Pare IV, BATHTUB).
This routine can be used to compute total nitrogen from Inorganic and oxrganic
nitrogen measurements or to compute nitrogen/phosphorus ratios, for example.
One restriction is that the output variable must replace an existing variable.
This routine is applied only to datz read into memory {source data file con-

tents are not modified).
MIXED-LAYER WATER QUALITY DATA SUMMARY

The second wajor function of PROFILE is the calculation of mixed-layer,
summary statistics for characterdzation of reservoir trophic atatus, evalua-
tions of data adequacy and mondtoring program designs, and application of
empirical models. Czaleulation steps [ourlined ia Table IXI-2} include the
following:

a. Setting the data window to include mixed-layer samples.

b. Generating box plets to deplct spatial and temporal wariations.

c. Summarizinmg the data In a two-way table format.

These steps are described below.

The data window defines the ranges of stations, dates, and depths to be
included in displays and statistical summaries. For characterization of res~
ervoir trophic status, the window would normally be set to include all sta-
tions,. dates in the growing season (e.g., April-October), and depths in the
mixed layer. In model development research, & mixed-laver depth of 15 ft
(4.6 m) was used for data summary purposes; this value should be adjusted in
specific applications, based on review of midsummer temperature profile data,

Because the data-summary procedure does not apply weighting factors with
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Table I11-2
Application Bteps for PROFILE: 2 - Surface Water Quality Data Summary

Seep User Action Progyram Action
I mewmm— e SET DATA WINDOW TS IRCLUDE MIEED LAYER AND GROWING SEASON v
A Print Main Program Menu
] Request Display Menu (PROD 6)
¢ Print Window
b Edit ¥Window in Response to Prompts

Statien Range {(normally, all)
Date Range {normally, growlng season, April-tictobar)
Depth Range {(normzlly, mixed-lzyer depth, 2.g., 0-5 m}
Varisble Subscript Rangs {normally, all except temperaturs,
oEygen}
Print Modifled Window

vy g

Specify Keep Current Window (Froc 4)
2 o e o e o £ SPATTIAL ANB TEMPORAL BOY PLOTS e

A Print Display Henu
B Request Box Plots (PROC 9)
C Reguest Groups by Station {or Segment)
jE Generate Box Plots of Spatial
¥Yariaticns
E Print THsplay Menu
F Reguest Box Plots (PROC 93
G Request Groups by Date
H Generate Box Plots of Temporal
Variations
I Print Display Menu
J Request Main Menu
K Prinpt Maln Menu
3 - e o e e e SURFACE WATER QUALITY SJUMHMARY e -
A Request Surface Water fQuality Summarles (PROC 9)
B Print Current Window
C Use Corrent Window (as Defined in STEP 1 Above)
D Enter Data Scemary Routine
B Specify Column Grouping Vaviable {statlon or segment)
¥ Specify Date (Row) Blocking Factor {normally, 1)
G Specify Cell Summary Method (means or medians, medizns
recommended)
H Computations:
Summary Value for Each Cell
{row/column combination)
Area-Welghted Resegrvoir Means Over
Columns {stations) for Each Row
{date)
Suvmmary Statistics Across Rows
{dates) for Each column
{ztatrion) and for Entire Resar-
voir {(last columm)
I Print Table of Sample Fregquenties
J Print Table of Summary Values
¥ Repear STEPS H~J for Each Component
" Frint Hain Frogram Menu
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depth, use outside of the mixed layer (or in nonhomogenous depth layers) is
not recommended.

Figure I1I-2 illustrates the use of box plots for a robust summary of
spatial and temporal variatlons in mixed-layer total phosphorus concentrations
in Beaver Reservoir, Arkansas., Percentlles {10, 25, 50, 75, 99) can be
calculated and displayed for daras grouped by station, segment, or date. The
number of chservations and median value are printed fov each data group. As
shown in Figure III-3, spatrial variations are significant in Beaver Reservoir;
station-median rotal phosphorus concentrations range from 59 to 10 mg/ma.

The data-summary routine (Procedure %) organizes the data in a two-way
table depicting spatial {columns) and temporal (rows) variations. This is
illuestrated im Table LII-3 using Beaver Reservoir data. 3Spatial groups can be

defined by station or reservoir segment. Temporal groups can be defined by

COMPONENT: 3 total
STATION KOBS MEDI PERCENTILES: 10 25 50 75 90

.00 35 11,00 wwe]* ) mm e
00 33 13,00 === ]1i*]1]]]-===mmmmmrme

4
3.00 28 20.50 -eeee- HE T ==
4.00 2% 32.00 TR LT ] = eee
200 23 %3.00 et R R ERRR RN R R Rt
.00 20 BZ.00 I ..
total p o) 9.40 1321 20,78 264 SLA1  Ana7 127013
GEOMETRIC SCALE ’

COMPONENT: 3 total
DaTE NOBS MEDIAN PERCENTILES: 10 25 S0 75 90

95,00 36 4050  —emmemne LR e
159.00 48 22.00 ----- LA ] e
R N L LR RN RN R R TR N E e ————
62,0045 1700 LU LT ] =mmmm e eee
e o o e o o e R
batal po =-s 9.00  13.88  Z0.80  31.81  48.05  73.04 111.0%

GEOMETRIC SCALE

Figure I11-3. Sample PROFILE curput: bHox plots by station and date
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Table IYI-3

Sample PROFILE Output: Surface Water Quality Summary

COMPONENT: TOTAL P , DEPTHS: 0.0 TQ 2.0 M
KESERVOIR WEIGHTED MEANS LISTEDR IN LAST COLUHMN
TGTAL P SAMFLE FREQUENCIES!

STATION 1 2 3 4 N 6
IATE WISH0.200 0,230 0.230 0.130 0.100 0.03C

74 4 5 3 3 3 3 3 3
74 618 3 3 3 4 2 3
74 830 2 2 2 3 2 3
7410 9 3 3 3 3 3 3
TOTALS 11 11 11 12 11 12

TOTAL P SUMMARY VALUES:
STARTION 1 2 3 4 5
OATE  WTS>0.200 0.250 0.250

74 4 5 9.0 16.0 36.90 37.0 46.9 68.0
74 G1E 9.0 9.0 16.0 27.0 88.0 3.0
74 830 13.0 11.5 18.5 21.0 36.5 44.0
7410 9 10.0 11. 11.0 21.0 40.0 47.0
MED IANS 05 11.3 17.3 24.0 43.0 93.0
MEANS 10.3 11.9 30.4 26.35 52.6 9949
Cv 0.185 0.249 0.534 0.285 0.45%4 0.212
CV(MEAN) 0.092 0.124 0.267 0.142 0.227 0.106
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sampling dates or blocks of consecutive sampling dates. The purposes of dats
blocking are discussed below. A summary value (mean or median) is computed
for each cell (row/column combination)., For each row {(sampling date), summary
valueg are weighted by surface area and averaged acress columns (stations or
segmentg) to compute a reéservolr-mean concentration. Values are subseguently
analvzed vertically to estimate a median, wean, coefficient of variation (CV,
standard deviarion/mean), and coefficient of variation of the mean (CV(MEAN),
gtandard error/mean}. Because the procedure summarizes data in two stages
(within dates followed by acrossg dates), station-median values will not usces-
sarily equal those genevated by the bhox plot routine (¥Figure ITI-3), which
employs a one-stage data summary.

The distincticn between the last two statistics {CV and CVMEAN)) is
important. CV is a measure of temporal variability in conditlons at a given
station {standard deviation expressed as a fraction of the mean). CV(MEAN) is
a measure of potential error in the estimate of the MEAN value. From classi-
cal sampling theory (Snedecor and Cochran 1972}, CV(MEAN) is calculated from
the CV divided by the square root of the number of nonmissing rows (sample
dates). This assumes that the rows are statistically independentz. The calcu~
lation of CV{MEANE) for the entire reservoir (last coluvmn in Table ITI-3) con-
siders only temporal and random variance components and assumes that the
stations are distributed throughout repressentative areas of the reservoir,

Egtimates of "mean™ conditions are penerally reguired for trophic state
azsessment and empirical modeling. Direct calculstion of arithmetic mean
concentrations from all mixed-laver data would be one way of computing desired
summary statistics. However, this approach iz undesirable for two reasons:

a. Lack of robustness (a single errant value cau have a major lmpact on
the computed mean).

b, HNoorandomness in samples (multiple samples taken within the mixed
laver on the same date would tend to be highly correlated).

The PROFILE data summary algorvithm has been designed to provide mors robust
estimates of the mean and cosffdcient of variation than would be derived from
blind averaging.

TRobustness” can be introduced by using medians to compute summary
values within each cell, Cells may contain more than one observation azs a
result of:

2. Replicate saupling at a given station, date, and depth.
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v

Sampling with depth within the wmixed laver (e.g., 0, 2, 4 m).

¢, Including more than one station per segment (if segments are used to
define columns).

RN

Blocking of adjacent sampling dares {(specifying date-blocking fac-
tors greater than 1),

In the Rsaver Reservoir example (Table I1I-3), cells contain between two and
four ohservations as a result of sanmpling with depth. Use of the median in
computing a summary value provides some protectlon against “errant” observa-
tions and vields summary statistics f(across stations and across dates) which
are less sensitive to cutliers. For example, a cell containing five observa-
tions {10, 20, 15, 12, 100) would be summarized by a mean of 31 and & median
6f 15, The median is less dramatically infiuenced by the wsingle high value,

Medians provide "filtering" of ocutliers only in cells containing at
least three observations, which may be achieved by replicate sampling, sam
pling with depth, including more than ons station per reservolir segment,
and/or blocking of adjacent dates. Generally, date blocking ghould not be
pegd unless the sanpling frequency is at least biweekly and the resulting nun-
ber of rows is at least three. In such cases, date blocking may alse improve
the CV and CVI{MEAN) estimates by reducing serial dependence in the rows.

While the calculation procedure accounts for missing values in the two-
way table, the usefulness and reliability of the surface water quality summary
are enhanced by complete sampling designs {i.,e., each station sampled on each
date). Based upon review of box plors and two-way tables, monitoring programs
can be refined by reducing excegsive redundancy across stations, ilwmproving
characterization of spatial graddents, and moddifying temporal sampling fre-

guency to achieve the desired precision in summary statistics.
OXYGEN DEPLETIOR CALCULATIONS

This sectlon presents an overview of the procedures for caloculating oxy-
gen depletlon rates using PROFILE, Calculatilons are cutliped in Table I1I-4,
Typical program output is presented in Figure 1ITI~4, The calculations ate
applied to vertical oxygen profiles at a given station; simultaneous measure-
ments of temperature are also required to characterize thermal stratification.

Empirical models have been developed for velating near-dam oxygen depletion
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Table L11-4
Application Steps for PROFILE: 3 -~ Calculate Uxvgen Depletion Rates

Step

Clser Action Program Action

IR APEE e o B B e e B B <l

=

Print Maln Frogram Menu
Request Caloulate Oxygen Depletion Rates {PROC 8)
Set Window to Include All Data
Frint Compenent Subscripts and Labels
Speclfy Temperature and Oxygen Subscripts
Specelfy Near-Dam Station Fumber
Print Nominal Elevation Increment for Caleulations
Specify Elevation Increment to Be Used {round off nominal value)
Caleulate and Print Morphometric Table
Print Data Inventories for Temperature and Oxygen
Specify First and Last Sawpling Rounds for BOD Calculations

FProcess Temperature Frofiles:
Interpolate Tempevature Profiles at Uniform
Elevation Increment
Print Summary Table
Flot Interpolated Temperature Profiles

Process Oxygen Frofiles:
Interpolate Oxygen Profiles at Uniforw
Elevation Increment
Print Swmmary Table
Integrate Oxygen Profiles Over Depth
Print Summary Table of Integrated Values
Plot Interpolated Oxygen Profiles

Plot Areal Oxygen Depletion Rate vs. Elevation
Flot Volumestric Oxygen Depletion Rate vg., Elevarion

Eeview Temperature and Oxygen Profiles and Identify Thermocline
Boundaries
Speclfy Thermoeline Roundardies (top of hypolimnion, top of metalimmion}

Caleulate Average Depletion Rates in Hypolimaien,
Metalimnion, and Both for Given Thermocline
Definition

Print Summary Table

#Repeat Stepe §-5 for Alternative Thermooline
Bounds

#aleulate Volume-Weighted Hypolimnetic and
Metalimnetic Uxygen Concentrations and
Depletion Rates for All Sampling Rounds

*Priant Summary Table

#plot Mean Hypolimnetic and Metalimnetic Oxygen
Concentration ve. Time

Print Main Program Menu

B

Optional STEPS {user-prompted).
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Oxygen Depletion Calculation Summary:
STATISTIC HYPOLIHMNIQON HMETALTMNION BOTH
ELEVATION M 300,00 330.00 230,00
SURFACE AREA ¥M2 8.76 68.11 68,11
VOLUME HM3 66 .73 1008.%5 1875.68
MEAN DEPTH M 7.61 14.8% 1%.79
MAXIMUM DEPTH M 21,23 30,00 51,23
INITIAL CONC G/M3 8.79 9,75 9.69
FIHAL CORC G/M3 1.94 2.33 2.31
AREAL DEPL., RATE HG/M2-DAY 354,54 T47.0% 792.71
VOL. DEPL, RATE  MG/M3-DAY 46.56 50. 44 58,20

Figure I1I-4,

Sampla PROFILE outputb:

I11-15

B et LT ap— e

oxygen depletion calculations



rates to surface-laver chlorophyli-a concentrations (Walker 1985}, Accord-
ingly, the procedure would normally be applied to datas from near-dam stationg.

For the present purposes, the arsal hypolimnetic oxygen depletion rate
(HCDz, mgfmzm&ay) is defined as the rate of decrease of dissolved oxygen magg
{mg/day) in the reservoir hypolimnion divided by the surface area of the hypo-
limnion (W2}§ The rate 1s also expressed on a volumetric basis {(HODv, mg/m3w
dayl, which is essentially the rate of decrease of the volume-welighted-average
dissolved oxygen copcentration in the hypolimnion between two dates, or HODa
divided by the mean depth of the hypolimnion (m). These rates sre sympifoms of
eutrvophication because they partially reflect the decay of oxganic loadings
resulting from surface algal growth and sedimentation.

The initial oxygen concentration at the onset of stratification {usually
en the order of 10 to i2 gimg} and HODv determine the days of oxvgen supply.
Subtracting the dayvs of oxygen supply from the length of the stratified periocd
{typically 120 to 200 days) provides an estimate of the duration of anaercbic
condicions. While HODv is of more immediate concern ﬁo% water quality manage-
ment purposes, HODa is a more dirsct measure of surface productivity because
it is relativelv independent of reservoir morphomeiric characteristies. TFor a
given surface productivity and HODa, HODv ds inversely related to mean hypo-
limnetic depth. Thus, the morphometyy of the reservelr has 3 major impact on
the severity of hypolimnetic oxvgen depletion at a given surface water guality
condition,

In a given stratified season, the areal and volumetric depletion rates
are calculated between two monitered dares, the selection of which iz impoxr-
cant. The following criteria are suggested for selection of appropriate
dates:

4., Reasonable top-to-bottom distribution of oxygen and temperaturs
measurements,

b, Vertically stratified conditions, defined zs top~to~botiom tempera-
ture difference of at least 4° C.

c. HMean bypolimnetic oxygen concentrations in excess of 2 g}mj.
The first ecriterion provides adequate data for characterizing thermal strati-
fication and veolume-weighting (estimation of total oxygen mass and volume-
welghted concentration) within the hypolimnion on each sampling date. The
gecond criterion Is based upon the concept that HODa is valid as a wmeasure of

productivity only in water bodies that have stable vertical stratification.
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The calculation is meaningless in unstratified or intermittently stratified
reservoirs because of oxygen transport into bottom waters. The 4° C tempera-
ture difference is an operational criterion employed in developing data sets
for model calibration and testing (Walkex 1985). Special consideration must
be given to water bodies with density stratification that is not related to
temperature. The third criterion is designed to minimize negative biases
caused by calculating HODa values under oxygen-limited conditions. The under-
lying model assumes that the depletion rate is limited by the organic supply,
not the oxygen supply.

The first date generally corresponds to the first profile taken after
the onset of stratification. The last date correspcnds to the last profile
taken before the end of August, the loss of stratification, or the loss of
hypolimnetic dissolved oxygen (mean <2g/m3), whichever occurs first, Due to
existing data limitations, it is sometimes difficult to conform to all of the
above criteria in selecting dates. Small deviations may be acceptable, but
should be noted and considered in interpreting subsequent modeling results.

To permit calculation of hypolimnetic and metalimnetic depletion rates
between two dates, fixed thermocline boundaries (top and bottom) must be spec-
ified. Temperature profile displays can assist in the selection of appropri-
ate boundaries, as illustrated in Figure I1I-4, The bottom of the thermocline
{(metalimnetic/hypolimnetic boundary) is set at the 1lntersection of one line
tangent to the region of maximum temperature gradient and another line tangent
to the bottom of the profile. The top of the thermocline (epilimnetic/
metalimnetic boundary) 1s set at the intersection of ome line tangent to the
region 6f maximum temperature gradient and another line tangent to the top of
the profile., If sigpnificant thermocline migration has occurred between the
two sampling dates, calculations should be based upon the thermocline levels
at the last sampling date. A degree of subjective judgment must be exercised
in interpreting temperature profiles and setting thermocline boundaries. Pro-
gram output provides perspective on the sensitivity of the calculated deple-
tion rates to the dates and thermocline boundaries employed.

Basic calculation steps are outlined in Table III-4. In response to
program prompté, the user specifies temperature and oxygen subscripts, near-
dam station number, elevation increment (meters), first and last sampling
rounds, and thermocline boundaries. Profiles are interpolated and integrated

at the specified elevation increment from the bottom of the reserveir to the
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top of the water column. Af elevations below the deepest sampling point, con~
centrations and temperatures are set equal to those measured a2t the deepest
sampling point. Results are most reliable when the profiles are complete and
the morphometric table (Input Data Group 3) has been specified In detail.
Procedure output is in the form of several tabless and plots which are
useful for tracking the caleunlations and evaluatving sensitivity to gampling
date and thermocline gelections. Figure II1-4 ghows interpolated profiles and
a summary table for Beaver Reserveir. The summary rable can be considered the
"bottorw Iine” in the calculations. The Beaver Reservolr example illustrates a
pronounced metalimnetic oxygen depletion, which is often found 1n relatively

deep reservoirs,
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ORGANIZATION OF PROFILE INPUT FILES

GROUP 1 -TITLE

GROUP 2

PARAMETERS AND
CONVERSION FACTORS

GROUP 3
RESERVOIR MORPHOMETRY

GROUP 4
COMPONENT KEY

GROUP 5
STATION KEY

GROUP 6
DATE KEY

GROUP 7
PROFILE DATA

I1TAa-1



PROFILE DATA GROUP 1 - TITLE

FORMAT {5A8)

PRUFILE DATA GROUP 2 - PARAMETERS AND CONVERSION FACTORS

FORMAT {FB.4)

CONVERSION FACTORS ARE MULTIPLIED BY INPUT UNITS TO GET PROGRAM UNITS

(METRI{) (E.G., PROGRAM UNITS FOR SAMPLE DEPTHS ARE METERS, IF INPUT
UNITS ARE FEET, THEN COHVERSION FACTOR = (,.305)

ITla~2



[ %ad ABNY

PROJECT:

PROFILE DATA GROUP 1 — TITLE

PROFILE DATA GROUP 2 — PARAMETERS AND CONVERSION FACTORS
COMMENTS

Reservoir Length (km or Miles)

Missing Value Code (Suggest -9)

Conversion Factor - Elevations to Meters
Conversion Factor - Surface Areas to km®
Conversion Factor - Distance 1o km
Conversion Factor - Sample Depths to Meters
Date Grouping Factor, Days (Normally = 1)




PROFILE DATA GROUP 3 -~ RESERVOIE MORFHOMETRY

FORMAT (2FB.0}

FIRST ENTRY MUST BE BOTTIOM OF RESERVOIR (INVERT, AREA = 0.)

ELEV = SURFACE ELEVATION, IN INCREASIHG ORDER, MAXTMUM OF Z9 ENTRIES
AREA = SURFACE AREA

i

UNITS CONSISTERT WITH CONVERSION FACTORS IN DATA GROUP 2
DECIMAL POINTS SHOULD BE INCLUDED OR RIGHT-JUSTIFIED

T1TA-4



PROJECT:

PROFILE DATA GROUP 3 — RESERVOIR MORPHOMETRY

ITTA-5



PROFILE DATA GROUP 4 — COMPONENT KEY

FORMAT (12,IX,A8,10F5.0)

1€ = COMPONENT SEQUENCE NUMBER IR DATA GROUP 7
LABEL = B~CHABACTER VARIABLE NAME (TEMP, OXYGEN, TOYAL P, ETC.)
v# = CUTPOINTS TO BE USED TO DEFINE PLOT SYMBOLS, MAXIMUM OF 10,

E.G., IF V5 < VALUE £ V6, THEN FLOT SYMBOL = "§," ETC.

MaXIMUM OF 10 COMPONENTS

INCLUDE DECIMAL POINTS IN Vi-VI0 FIELDS, OR RIGHT-JUSTIFY ENTRIES
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PROJECT:

PROFILE DATA GROUP 4 — COMPONENT KEY

e WD IS I ien (J (G RO s iy
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PROFILE DATA GROUP 5 - STATION KEY

FORMAT (12,1%,A8,3¥8.0,14,1X,2A8)

INCLUDE ONE RECORD FOR FACH STATION 1IN DATA GROUR 8, MAXIMUM OF 56

ST
CODE
ELEV

RINDEX

WELGHT

BEG

e B U

i

STATION NUMBER USED SAMPLE RECORDS, INCREASING (ORDER
8-CHARACTER USER STATION CODE (FOR GENERAL REFERENCE)

ELEVATION OF RESERVOIR BOTTOM AT STATION (FT OR M}

DISTANCE ALONG TRALWEG FROM MAJOR INFLOW (MAINSTEM STATICNS)

RINDEX USED ONLY FOR PLOTTING PURPOSES, IGNORED IF < O

UNITS ARE KM OR MILES, COMSISTENT WITH CONVERSTON FACTOR
SPECIFIED IN DATA GROUP 2

FACTORS USED IN AREA-WEIGHTED-AVERAGIRG ACROSS STATIONS
RELATIVE SURFACE AREA REPRESENTED BY STATION (ESTIMATED FPROM
MAFPS)

WEIGHTS ARE RESCALED BY PROGRAM AND DO NOT HAVE TO SUM TO 1.0
SECMENT NUMBER, INTEGER, USED FOR CGROUPIRG STATIONS BY
RESERVOIR AREA

DESCRIFPTION = 16-CHARACTER BTATION LOCATION DESCRIPTION

INCLUDE DECIMAL POINT IN ELEV, RINDEX, WEIGHT FIELDS, OR RIGHT-JUSTIFY

LAST RECORD IN DATA GROUP 5 -~ T0Q¢

I114~8
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PROFILE DATA GROUP 6 — DATE KEY

FORMAT {(31I2,F10.0)

MUST INCLUDE ONE RECORD FOR EACH SAMPLE DATE IN RECORD GROUP 7

MAXTIMUM OF 100 DATES, IN CEBRONOLOGICAL ORDER, CAN BE READ INTO PROGRAM

DATE
SELEY

i

SAMPLE DATE IN YEAR-MONTH~DAY FORMAT (E.G., 840126}
SURFACE ELEVATIOR OF RESERVOIR AT DAM ON SAMPLE DATE
UNITS CONSISTENT WITH ELEVATION CORVERSION FACTOR IN DATA GROUP 2

il

LAST RECORD OF DATA GROUP 6 - "Q0Y

TTTA~10



PROJECT:

PROFILE DATA GROUP 6 — DATE KEY

PAGE  OF PAGES
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PROFILE DATA GROUP 7 - PROFILE DATA

FORMAT (12,1X,312,11F5.0)

STATION NUMBERS INDEXED IN DATA CGROUP 5, DATES INDEXED IN DATA GROUP 6

RECORDS CAN EE IN ANY CRDER

5T = STATION NUMBER
DATE = SAMPLE DATE, YEAR-MONTH-DAY FORMAT
DEPTH = SAMPLE DEFTH (FEET OR METERS, CONSISTENT WITE SCALE FACTOR IN
DATA GROUFR 2
Cl-€10 = COMPONENT CONCENTRATIONS, INDEXED IN DATA GROUP 5 (IC VALUE)

LNCLUBED DECIMAL POINT IN DEPTH AND C1-ClO, OR RIGHT-JUSTLFY ENTRIES

LaST RECORD 1IN DATA GROUP 7 - QOO

111A~12
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PROJECT:

PROFILE DATA GROUP 7 — PROFILE DATA

cla iol4 ols e

PAGE
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T-9131

BEAVER RESERVOIR, ARKANSAS =

120.

4.

. 305

. 00405

1.0

. 305

2.

ELEV -~ AREA -
914, 0.
938. 240.
982. 1830.

1130, 31700.

1137, 35860.

1142. 36260,

00

PROFILE - EXAMPLE INPUT FILE

DATA GROUP 1: TITLE

DATA GROUP 2. PARAMETERS AND

CONVERSION FACTORS

DATA GROUP 3: RESERVOIR MORPHOMETRY

IC LABEL---V1--=V2- V3= Vg m VGV mm YT Ym = YYo= Y1 O -

01 Temp 4.
0Z Oxygen 2.
03 Secchi .1
08 Total P 10.
09 Ortho P 5.
10 Chla 1.
o0

(CONTINUED)

7.

0. 13.
6. 8.
.4 .8
40. B0,
20. 40,
4 8.

19.
12.
3.2

. 320,

160,
32,

22, 2%,
14,

6.4

) DATA GRGUP 4: COMPONENT KEY
640. 1200,

320. 640.

od, 1zZ8.



7-gIT1

Z

¢l
0e
G3
{4
Us
0s
00

PROFILE - EXAMPLE INPUT FILE

CORE -« ELEV= v - RINDEX ~ - WEIGHT = = 5EG~ DESCRIPTION---m- _

50101 916, 11%.0
050102 8%,  166.¢
50103 499, 76.0
050104 101§, 5.8
50105 1054, 320
(50106 1073, 5.7

DATE~-SELEV----~
740405 1124,
740818  11Z4.
740830 11ig.
741009  113198.

0o
5T
1
1
1
Iy
)
&
20

DATE--DEPTHCL---{2---(3~--C4 - L8 L6 = O LB o CG e = C1 O

740405 0.0 11.7 -9.0 4.3
740405 5.0 11.6 0.0 -9.0
740405 15.% ll,é 10.0 -8.0

741009 15.0 17.
741009 30.0 17.
741009 39.0 17,

7
i

(END OF EILE}

L2000 12 above dam
.25 10 Big City
.25 08 below Eogers

.15 06 above Rogers
L0 04 below Har Eagle
.05 01 headwater -

oo

0 200 140 440 9 4 1.7
300 200 170 410 a 6 -9.0
40 200 1e0 426 16 10 -9.0
130 306 170 720 o0 2B -9,
120 3G0 120 7200 49 14 -9,
140 400 &0 BOO B9 9 -9,

PRSI
o

DATA GROUP 8 STATION KEY

DATA GROUP 8 DATE KEY

DATA GROUP 7: PROFILE DATA



PROFILE - DOCUMENTED SESSION

PROFILE -~ VEKGION 2.6

BEAVER RESERVOIR -~ EFA/NES NATA < DATA FILE TITLE
READIHE HODRPHOBETERY... < READS MORPHOMETRIC DATA

GURSCRIPT VARIABLE < VARIARLES STORED IN FILE
TEHP
OXYGEN
SECCHIE
HHIN
TKN

ORG M
TOEAL N
TOTAL F
ORTHO P
CHL&

(= JNs B s Bt B AR S

[

SUBBCRIFT TO BE USED
BURECHEIET X0 BE USED
SUBSCRIPT TG BE USED
GURSCRIPT IO BE USED
SUBSCRIFT X0 BE USED
SUBRSCRIFT 10 KE USED
SUEBCRIFT TU BE UBED
SUBSCRIPT TO BE USED

< DREFIRE SURSCRIPTS TO BE USED,
£ DNEATA TIME INANY ORDER

s w
ot T g Tt

P P

-
r
-

3 ) mF e nd ek oomd onF
R TR I A

FOR N

.
W C PRESS RETURN DROTODSTOR
< DEFINE STATIONS TO BE READ
HINTMUN STATION NUMEBER < .27 a
naxIMuM STATION NUMBEEK < .27 99 { S ESWILL INCLUDE ALL STATIONS IN FILE
READING STATION KEY...

< DEFINE YEARS FO BE USED
< eg., TOREADR DATA FROM 1878 ONLY, SPECIFY MIN = 78, MaX =78, ETC.

MINIMUM SAMPLIRG YEAR «© > 7 &
MAXIMUM SAMPLING YEAR ¢ . 7 99 4 pE88WILL INCLUDE ALL YEARS

READIRG LDATE KEY... € READS DATES

READING PROFILEE... < READS PROFILES

{ WARNING MESSAGE PRINTED IF PROFILE RECORDS INCLUDE STATIONS OR DATES

< NOT INDEXED IN THE STATION QR RBATE KEYS, RESPECTIVELY

W WARNING MESSAGE PRINTED IF NUMBER QR SAMPLES READ FXCEEDS MAXIMUA (250}

C WINDOW ISSET TOINCLUDE ALL DATA
L DATA ARE SORTED BY STATION/DATE /DEPTH

I1I1C-1



PROFILE - DOCUMENTED SESSION

§ONVENTORY OF DATA READ INTO MEMORY
G STATIONS i6% GARPLES 4 DATES 7 CONMPONENTS LOGADED
TH> { SUREEN HOLD MESSAGE

€ PRINTS MORPHOMETRIC TABLE, STATION, DATE, AND COMPONENT KEYS
< USER REVIEWS THE FOLLOWING TO CHECK FOR CLOINNG ERRGRS

BEAVER ERESERVOIR ~ EPA/MES DATA

LEHETIH = 120.00 KM BASE ELEVATION = 278,77 H
ELEV (M) AREA (KHZ)
a7g.8 .00 < RESERVOIR HYPSQURAPRIC CURVE
286.1 0.97 < FIRST ENTRY MUST BE ELEVATION
2998.5 741 L4 ATWHICH AREA =8
320.3 39.49
328,95 63.94
329.4 65.60
332.% 7h.14
333.4 79.74
d38.89 88,41
338.6 161.03
341.6 114.29
344.6 128.39
346.8 145,323
348,32 146.85

< STATION INDEX

§14 CODE ELEVATION RKH WEIGHI SEGHENT DESCEIPTION
1 030101 279.4 119.0 0,20% 8 ABGVE DaM
4 050102 29¢.1 100.0  0.258 7 BIG CITY
3 0501083 J04.7 TR0 0.256 &  BELDW ROBERS
4 050104 316.5 3l.8  0.150 % ABDYE ROGERS
5 050103 321.% 2.0 0.100 4  BELDW WAR EAGLE
6 050106 347.3 5.7 0,050 2 HEADUATER

< WATER QUALITY COMPONENTS AND VALUEFS USED TO DEFINE PLOT SYMBOLS

3
p sy
bl
e

*

FLOT MAXINUM COMCEWIRATION

SYMBOL TEHP OXYBEN  T0TAL P TOTAL H  DRTHD F  SECCHI
1 4.0 2.0 18.0 206.0 F.0 0.1
2 7.0 3.0 30.90 490.0 16.0 0.2
3 1¢.¢ 6.0 42,49 500.0 0.0 0.4
4 13.¢ 2.0 80.9 400.0 43.0 0.8
b 16.6 1.6 166.0 1006.0 0.0 1.6
& 19.¢ 12.¢ 326.0 13202.9 16G.0 d.2
7 22.4 6.9 40,0 1464.0 320.0 6.4
g 23.90 .0 1200.¢0 1600.90 640.0 g.0
K} 28.¢ 8.0 2400.0 0.4 1200.0 0.9

11182
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PROFILE - DOCUMENTED BESSION

< SAMPLE RGUND (DATE] INDEX AND POQL ELEVATION

ROUND YR MO DY JULIAM SURFACE ELEVRTION

1 74 & 5 g5 342.8
2 74 &£ 18 169 342.48
3 74 8 30 242 341.0
4 74 16 9 282 341.3
¢ AILIAN = DAYS FROM AN | OF FIRST SAMPLE YEAR
4 JULIAN CALCULATION WILL BE QFF BY T DAY AFTER FEG 28 OF LEAP YEAR
<R
PEOCF ILE - FEOCEDURES: < MAIN MENU
1a REAL DATA FILE

2

an

DEFINE WINDOW

3. = LIST STATION, DATE, AND COHMPONENT KEYS

4. = LIBY PROFILE DRTA

5. = INVENTORY DATA BY STATIOM, COMPONERT, AND DATE
G. = RIEPLAY MENU

7. = TRANSFORMATION MEND

8. = CALCULATE DXYGEN DEPLETION RATES

9. = DALCULATE HIXED-LAYER WATER QUALITY SUMRARY
10. = HELP
99. = END

GFTION < .27 4 < LISTPROFILE DATA
< LISTSDATA DEFINED BY WINDOW SORTED BY STATION/DATEZDERTH
KERVER RESERVOIR - EPA/NES DATA

5T DAIE DEFTH TENP OXYGEN TOTAL P TOTAL N ORIHO P SECCHI

174 45 .0 1.7 ~9.0 9.0 44¢.0 4.0 2.3
17445 1.5 11.5 10.9 9.0 4l0.0 &.0 ~5.0
174468 4.6 11.6 0.0 16.6  420.0 10.0 -9.¢
< ETC

6 7410 9 4.6 17.7 Gl 60,0 7200 28,90 -%.4
& 7410 9 9.2 17.6 6.8 49.0 7a0.0 i4.¢ -2.4¢
£ 7416 9 1.8 17.5 6.2 89.0  800.9 7.0 9.8

T NOTE 7-9.7 15 MISSING VALUE CODE DEFINED IN INPUT FILE

TH

ITEC-3



PROFILE - DOCUMENTED SESSION

FREOFI1LE -~ FROCEDURES:

READ IdTh FILE

DEFINE WINDOW

LIST STATION, DATE, AND COMPONENT KEYS

LIST PROFILE BATA

IMUENTORY DATA BY STATION, COMPONENT, AND DARTE
DISPLAY MENU

« TEANSFORMATION MENU

CHLOULATE OXYGEM LEPLETION RATES

o oB o R oUW

00 w3 O DFE e L RO R
M s e e s o

g, = CALCULATE MIXED-LAYER WATER (QUALITY SUMMARY
1¢. = HELF
99, = EHD

DPTION < .7 ] £ REQUEST DATA INVENTORIES BY STATION, COMPONENT, AND DATE

< INVENTORIES ALL DATA DEFINED IN CURRENT WINDOW

DATA INVENTORY FOR COMPONENT: 1 TEMP STATION: 1 ABOVE DAHN
EOUNDE  UATE  JULIAN  SELEY  SARFLES ZMIN INAY CHIN CiAax
M g H £u Ly
1 7445 S5 J42.8 7 0.6 61,0 7.3 11.7
2 74 618 169 347.8 Fl 6.6 T2.2 8.3 24.5
3 74 830 243 341.6 9 0.0 81.9 9.2 26.3
4 7410 9 a2 341,49 10 G.8 53.4 5.5 19.6
TH2
< BELEV = SURFACE ELEVATION
< SAMFLES = NUMABER OF SAMPLES

< FMIN = MINHMI DEPTH AT WHICH A SAMPLE WAS TAKEN
o ZMAX w MAXIMUM DEPTH AT WHICH A SAMPLE WAS TAKEN
o CMIN = MINIMUM CONCENTRATION (OR TEMPERATURES
¢ CMAX = MAXIMUM CONCENTBATION (OR TEMPERATURE}

L QUTPUAT CONTINUES FOR ALL STATIONS AND COMPONENTS

GATA INVENTORY FOR COMPONENT: 2 OXYGEHM STRTION: 1 AEQVE DAM
ROUND  DATE JULIAM SELEV SAMPLES IMEIN ZMAR CHIN CHAY

y # # Cu Cu
1 7448 ER 342.8 & 1.5 1.6 2.4 10.0
4 74 618 16% 242.8 g 1.5 52.2 5.4 9.8
3 74 830 4% 341.0 K 0.0 31.9 G.4 7.8
4 7alg 9 282 341.3 10 b.¢ Fd.4 G.2 7.6

TH> g L ENTER POSITIVE WUBIBER IN RESPONSE TO < ¢ TO £RD DATA
o INVENTORY AND RETURN TQO MAIN MENU
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FROFILE - DOCUMENTED SESSION

FROF ILE - PROCEDURES:

READ LATIA FILE

DEFINE WINDUW

LIST STATION, DATE, &ND COMPOHENT KEYS

LI5T PROFILE DATA

IHVENTARY BATA BY STATION, COHPONENT, AND DAIE
DISPLAY HENU

TRANGFORMATION HENU

CALCULATE COXYGEN DEFLETION RATES

CALCULATE MIXED-LAYER WATER QUALITY SUMMARY
HELP

EHE

P
H o ouog

=

&

Bog o# o8 H

)

ot
CHo) D I B LA e L) B e

=

n o

99.
GPTION < L7 7 < DEMONSTRATE TRANSFORMATION PROCEDURES

L TRANSFORMATIONS OPERATE ON ALL DATA STORED IN MEMORY,
REGARDLESS OF CURRENT WINDOW

VARIABLES CAN BE BESCALED MULTIPLIED BY A CONSTANT!

TWO VARIABLES CAN BE COMBINED VIA SIMPLE ARITHMETIC OPERATHING

NON-ALGAL TURBIDITY CAN BE CALCULATED FROM CHL-A AND SECCHI DATA

E NN

5,

PROF I LE THANSFORBATION MENU:

1. = SCALE FACIODR C{NY = CIN} & CONSTANT
2, = ADw Cidy = SO0 + O
3. = BUBTHACT CINY = C(1) - G4
4. = MULTIPLY Loy = COI3 & OG5S
S. o= DIVIDE CiNy = 012 /7 LU
6. = TURBIDITY CalC €W} = 1/8ECCHICI} - (QZ6ACHLACT)
0. = RETURN TO MEMU

< DEMONSTRATE TRANSFORMATIHON 8Y COMPUTING TOTAL NFTOTAL £ RATID

CODE < .x7 5 § RHVIDE TWO COMPONENTS

SUBBERIFY LABEL < PHINT CURRENT VARIABLE DEFINITIONS
TENF

OXYGEN

TaTaL P

TOTAL N

ORTIHD P

SECCHI

CHLA

w3 U L e L B e

ACCORDING TO ABOVE FORMULA FOR DIVISION, WILL COMPUTE CiINF = O

NOW DEFINE SUIBSCRIPTE 1.4, ANDN

QUTPUT SUBSCRIPT (NI MUST REPLACE EXISTING VARIABLE {1 <=N <= 7)

ENTER A NONSENSE VALUE (E.G., -8, &, 8] IN RESPONSE 1O ANY OF THE FOLLOWIRG
FROMPTS TO BAIL DUT AND RETURN TO TRANSFORMATION MENL

IS R M
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PROFILE - DOCUMENTED SESSION

I GURSLCRIFT & .:7 4 < TOTAL NITROGEN
J SUBSCRIFT < 37 3 O TOTAL PHOSPHORS
W (QUTFUT) BUBSCRIFT < .57 5 < DUTPUT SUBSCRIPT

HMEW B-CHARACTER LABEL 7 TN/TR NEW LABEL

FRANSFORMATIONS CUBPUTED
VARIABRLE 515 NOW THE RATIO OF TOTAL N/TOFAL P

Earan

T TRANSEFORMATIONS CAN BE USED FOR THE FQLLOWING PURPOSES:

{NUMERATOR)
{DENOMINATOR)}
(REPLACE PDHS)

8 A CALCULATE DIAGNGSTIC VARIABLES, TR/TP, CHLA/TE, CHLA TSECOHI, TURBIDITY
% & COMBIRE NUTRIENT SPECIES (£.G., COMPUTE INORGANIC-N FROM

< INPUT AMMONIA-N AND NO23-N VALUES)

< A RESCALE VALUES TO IMPROVE RUMBER OF SIGNIFICANT DIGITS IN OUTPUT

(E.G., QUTPUT FROM MIXED-LAYER SUMMARY PROCEDURE PROVIDES 1 DIGIT TOD

o RIGHT OF DECHIAL POINT;

< FOR VARIABLES LIKE CHLA/TP, SECCHI, TUBBIDITY, ETC., RESOLUTION

CAN BE IMPROVED BY MULTIPLYING BY 10

CHE

Pk OF 1LE TRANSFORMATION MENU: < RETURN TO TRANSFORMATION MENU

i. = SCALE FACTIGH CiMY = C{HY 4 CONSTANT
< ETC TRANSFORMATION MENU
0. = RETURN TO KENU

CORE < .7 @ . RETURR TOMAIN MENUY

< DEMONSTRATE PLOTTING PROCEDURES

PREOFILE - FROCEDURES: < MAIN MENU
1. = REaD DaTh FILE
2. = [ETINE WINLOUW
3. = LIST STATION, DATE, AND COMPCOMENT KEYS
4. = LIST PROFILE DATa
5. = INVENTORY DATA BY STATION, COMPONENT, AHD DATE
6. = DISFLAY HMENU
7. = THANSFORKATION HENU
8. = CALCULATE OXYGEN DEFLETION RATES
9. & CALCULATE MIXED-LAYER WATER QUALITY SUMMARY
i¢. = HELF
9%, = ENL
GFTION < .27 & L REQUEST PLOT MENL

¥ PROGRAM AUTOMATICALLY JUMPS TO WINDGIWY PROCEDURE BEFORE PLOT

I1IC-6



PROFILE - DOCUMENTED SESSION

FROFILE WINDDE, SAMPLES = 169 & NUMBER OF ZAMPLES INWINDOW,
WHICH 15 CURRENTLY BET 7O
INCLODE ALL VALUES

PaNes

CURKENT FPARAMETLR VALUES:
1. = BSTATION RANGE
RDUND RANGE
DEPTH RANGE
COMPONENT RANGE

v O3
e
woa o
HotoH 4

el

¥
[ R S
b

€

W

1

0

RESET WINDOW TO IRCLUDE ALL CATA
EDIT ALL FARAMEIEES

= KEEF CURRENT WINLDYW

Ho#

P vl
*

OFTION ¢ .27 4 < DEFINE RANGE OF COMPONENTS

COMPONENTS:

TEHP
DXYGEN
TaTAL B
TOTAL N
IHsT?
SECTHI
CHLA

H

mad LT e Ll fa e
[T LI ST E S

FIRST COMPORENT < .57 2 < OSETWINDOW TO INCLUDE OXYGEN DATA ORLY
LAST COMPORERT ¢ 7 2

< RESETWINDOW ACCORIDINGLY AND RETURN TO WINDOW MENU

PREOFILE WIMDOE, SAMPLES = 187 AL 187 MON-MISSING VALUES FOR OQXYGEN

CURRENT PARARMETEER VALUES:

1. = GSTATION RANGE = 1 10 &
Z. = ROURD RANGE = 11 4
2, = DEPYH RANGE = 0.6 10 999.0
4. = LOMPOHENT EANGE = 218 2
. = RESET WINDDW IO IRCLUBE ALL IATa
&. = EDIT ALL PARAMETERS

¢, = HKEEF CURRENT SIKDDH

OPTIGH ¢ .27 © ¢ KEEP CURRENT WINDOW SETTING AND MOVE ON

¢ TQPLOTPROCEDURESR
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PROFILE - DOCUMENTED SESSION

PROFILE-~ LISPLAY MENU: i PLOTTING MENU

1. = SET PLOT WIDTH AND HEIGHT < CAN BE USED TO RESET PLOT SIZE
————————— PLOT FORMATS —-----m-
Y-UARIAELE X-VARIABLE SYMEOL BY

2. = ELEVATION CONC DATE  STATION < PLOTTING OPTIONS

3. = ELEVATION CONC STATION DATE

4, = ELEVATION DATE CONC  STATION

5. = ELEVATION RAH CONC DATE

6. =  CONC RiH DATE

7. =  CONC DATE STATION

8. = HISTOBRAMS

9. = BOX FLOTS
99. = RETURN TO MAIN MENU

. DEMONSTRATESPLOT FORMATS 23,46 ON OXYGEN DATA FROM BEAVER RESERVOIR

L VARIABLE DEFINITIONS:

Y-VARIABLE = DEFINES VERTICAL AXIS
< X-VARIABLE = DEFINES HORIZONTAL AX]S
SYMBOL = PLOT SYMBOL ISDATE, STATION, OR CONCENTRATION
8Y = SEPARATE PLOT GENERATED FOR FACH STATION OR DATE
CODBE <NM.> 7 2 < PLOTPROCEDURE 2
LOG-TRANSFORM CONCENTERATION <0.=NG,1.=YESH? O £ DONCOT TRANSFORM

DATES SEPARATE <0.> Ok COMBINED <1.:7 1
< F O, SEPARATE PLOT WILL BE GENERATED FOR FACH DATE
< IF Ty DATES COMBINED ON ONE PLOT USING DIFFERENT SYMBOLS

W
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PROFILE - DOCUMENTED SESSION

BEAVER RESERVIIR - EPA/NES IaTa COMPONENT: 2 0XYGEW
STATION: 1 ABOVE DAH REH: 119.0 BASE ELEVD 279.4

SYNBOL = JULTAN BAY:

i= 95 2=169 3=242 4=28%

ELEV (M)
341.301 4 3
337.581 43
333.861 4 3
330.141 3 2
326.431 24
322.711 3 4
218,991
315.271 4 3
311.561
307 .841
304,121 4 3
300,411
296.6914 3 1
292,971
289351 43
283.541
2BL.821 1

By B

28]

[ 3¢

3

COETC FOR EACH STATION AND COMPONERT DEFINED I8 WINDDW
TH
PEOF ELE -~ DISPLAY BENW

1. = SET FLOT WIDTH AKD HEIGKHT

———————— PLOT FOKMNBRTIS --mmoeem

Y-MARIABLE X-VARIABLE EYMBOL BY
2. = ELEVATION COND naTE STATION
3. = ELEVATION LORC STaTIoH OATE
4. = ELEVATION DATE EOHC STATION
5. = ELEVATION RRH EONC ERTE
6. = CONE RKH LATE
7. 0= CONE BATE STATION
8. = HISTOGRAMSE
9, = BiX FLOIS
9, = RETURN TD HAIN MENU
CODE NH.> 7 3 4§ DEMONSTRATE PROCEDURE 3
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PROFILE - DOCUMENTED SESSION

LOB~TRANSFORN CONCENTRATION £0.=ND,l.=YER:? o
< PLOTELEVATION VS DXYGEN CONCENTRATION USING SYMBULE TO DEFINE STATIONS

LEAVER FESERVOIR - EPAJHES DBATA COMPORENT. 2 OXYGEW
ROUNG= 3 JULI&N DATE= 95 CALEMEAR DARTE=74 4 G
SYMBOL = STaTION:
=1 2= 2 3 3 4= 4 5= 5 6=¢6
ELEV (M}
341,301
337. 381 b
333.861
330.14¢ 5
326.431 2 1
322,711
318,99 4 3
3152714
311.581 2 1
307.841 3
304.121
309,411
295,691 1
292.971 2
ABT.351
285.541
281,821 1

oY LR L W

i

QXYGEN

COETC,PLOTS GENERATED FOR EACH SAMPLING DATE AND COMPONENT iIN WINDOW

HE
FEGFILE- DIsPLAY MENY:
1. = SET PFLOT WIDTH AND HEIGHT

wwwwwwww PLOT FORKATSG =——--m-

Y-VARIABLE X-VARIABLE SYMBOL BY

Z. = ELEVATION CORC DATE BTATION
3. = ELEVATION CONL STAYIOH BRIE
4. = ELEVATION DRTE £ONE STRTION
3. = ELEVATIOH RKH LONC DATE
6. = CONE RKH IATE

7. = LCOWC IaTE STATICH

8. = HISIOGRAKMS

9. = BOX FLOIS
99, = RETURN T0Q MAIN MENU

I11C-10



PROFILE - DOCUMENTED SESSION

CODE <RH,> ¥ 4 { DEMONSTRATE PROCEDURE 4

LOPLOT ELEVATION VS DATE USING SYMBOLS TO DEFINE CONCENTRATION LEVELS
< SIMILAR TO CONTGUR PLOT'

T CONTOURS CAN BE SKETCHED IN BY HAND

< HIGHER SAMPLE DENSITY THAN BELOW DESIRABLE FOR CONTOUR PLOTTING

BEAVER RESERVUOIR - EFAZHES LDATA COMPOMENTZ 2 OXYGEN
STATION: 1 ABOVE DAH k¥M: 119.0 BASE ELEY: 379.4
SYHEOL = HAXIRUM VALUE:

i= 2.0 I= 4.4 3= 6.0 4= 8.¢ 5= 10.0 6= 12.0
ELEV (i)

341.3015 5 4 4
337.5818 % 4 4
333.861 4 4 3
336,141 3 i
336.4315 4 4
322,744 i 4
218,991
315,271 4 3 i
311.56435
307 .841
304,124 4 3 2
300,411
I96.6913 i i
292.971
289,251 3 I3 1
285,541
IBY.H321S
e T R Foom e Homm o e -
95.00 125,33 156.06 186.59 217.12 247.6%  278.1%8
b ATE
L ETC

W PLOT REPEATED FOR FACH STATION AND COMPONENT IN CURRENT WINDOW
PEOF I LE- DISPLAY MEMU:

1. SET PLOT WIDTH AND HEIGHT

£TE
8. = HISTOGRAKS
9. = BOX FLOTS
9%, = EETUKN IO HalN XEHU

ITIC-11



PROFILE - DOCUMENTED SESSION

CODE <HN.> 7 5 < DEMONSTRATE PROCEDURES
Y PLOTELEVATION VE RIVER KILOMETER USING SYMBOLS 70 DEFINE CONUENTRATION

BEAVER RESERVOIE - EPASHES DATH COWFONENT. 2 OXYGEWR

ROUMD= 1 JULIAN DATE= 25 CALENDAR DATE-74 4 &

SYHEOL = MAXIMUM VRLUE:

i= 2.0 3= 4.0 3= 6.0 4= 8.0 %= 10.¢ 4= 12.0
ELEV {#}

3413015 5 5 & @ 5

FI7.88B13 5 ] 3 G d

333.8615 3

J3¢.1413 4 3

36,431 3 5 3

322,711 3

318.99] 5 b

31%.271 4

311.561 3 O

307 .84t &

304,121

300.411

296,691 DOWNSTREAM ~==~2 5

292,971 &

489,351

285,541

281.821 =
o e o e e e e o e o e o
.70 24,30 42.70 £1.19 79.69 g0.19  1i6.69

RKH

IL1C~12



BPROFILE - DOCUMENTED SESSION

BEAVER REBERVOIR - EFA/NED DATA COMPONERT: 2 DXYGEN
ROUND= 2 JULIAN DARTE=169 CALENDAR BATE=74 518

SYMROL MAX IMUN VRLUE:

= 2.0 3= 4.0 3= 6.0 4= 8.0 G= 184.0 6= 12.¢

ELEV (H}
341.3015 3 4 4 5 3
338.13123 3 3 5 & b
334.9713 3 4 4
A31.80¢ 3 3 3 3
JZB.64143 2
325.471 2 3 3 4
dz2.311 2 2 2
31%.141 3 4
315,981 4
312.83¢ 3 &
309,551 4
346, 491 2
303,321 4
300,167 3
296,991
283,831 3
290,671 3

Fom e ——— oo e R o e ———— o b o
.70 24,230 42,79 61.1%  F9.69 9B.1D 116.09
B K #
CH>
BEAVER RESERVGIR - EPA/KES DAIA COMPONENT: 2 OXYGEHM

ROUND= 3 JULIAM DATE=I42 CALENBAR DAYE=74 830
SYMBOL = HAXIMUN VALUE:
l= 2.0 2= 4.4 3=  G.0 4=  H.8 &= 10.0 k= 12,0

ELEV (M)
340.9913 3 4 4 4 4
d37.7312 3 4 4 4
334.5111 2 4 4
331.3718 1 1 3 2
328.031 1 1<
334,794 1 1 4
JZ1.351 1 1<
318,311 H
31%. 061 H 2 2
311.82%
368.581 1
305,341 i 3
362,101 <
298,861 <
295,621 1 1
292,381
28%9.141 1
o Fs d o T o v v e ——— +-—
5.70 24.20 42,70 61.19 79.69 98.1%2  116.56%9
B K H
<H

ILIC~13
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PROFILE -~ DOCUMENTED BESSION

HEAVER
XOUKD=

FESERVDIR - EFASNES DATA
4  JULIAN DATE=Z8Z
SYMEQL = MAXIMUN VALUE:
1= 2.0 4.0 &=
ELEV (#)
341.3014
337.9614
334.621
331.2914
327.9514
324,621
321.28% 1
317.941
314,514 1
311.271
307,941
304,601
301,261
297.931
294,591
391,361
287.521

T
ot

5.0

LN

g £l L)

5

4
4

Lo

COMPORENT: 2 DIYGEM

CALENDAR LATE=7310 9

1.4 &= 12,

0

4
4

W b

e e e o v o o o e o b e e e o e 4

24.20 .70 81.19

R KM

3,
TH>

PREOGFILE- DISPLAY HENU:
SET PLOT WIDTH AND HEISHT
FLOT FORMATLES

Y~YARIABRLE X-VAKIABLE BYKEDL

¥

ELEVATION
ELEVATION
ELEVATION
ELEVATION
LONC
ConL

CONE
CONE
BATE
EHH
EHH
BATE

DATE
STATIOH
Lonc
CORG
DATE
STATION

-

v
[UR LA 1 B B * I

he R AU I S L I R

8.
9.

HISTOGRAMS
BOX PLOTS

#HOH

99. RETURN I0 MAIN MEND

it

COBE JHN.>

]
v

99 <

" FURTHER PLOT DEMONSTRATIONS

IITC-14
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9.69 58,19 115,69

STAT 10N
DATE
STATION
UATE

RETURN TO MAIN MENU



PROFILE - DOCUMENTED SESSION

FROFILE =~ PROCEDURES: MAIN MENU
1. = READ DATA FILE
2, = [EFINE HIRDOW
3, = LISGT STATION, DATE, ANI CONPONENT KEYS
4, = LIST PROFILE DATA
5, = INVENTORY DARTA BY STATION, COMPONENT, AND DRTE
£. = BIBFLAY MEMU
7. = TRAHSFORMATION MENU
8, = CALCULATE OXYSBEM DEFLETION RATES
9. = CALCULATE MIXED-LAYER WATER QUALITY SUMMARY
10. = HELP
99, = END
ORTION < .»7 6 < REQUEST DISPLAY MERL
FROFILE WINDDW, SAMPLES = 157 £ FIRST CHECK WINDOW AUTCMATICALLY

CURRENT FARAHETER VALUES:

1. = STATION ERANGE = 1 I8 b
2, = EOUND RANGE = 1 g 4
3. = DEPTH EANGE = G.0 TG 999.0
4. = COHRPONENT FANGE = 2 70 2
5. = KESET WINDOW TO INCLUDE ALL DATA
. = EUIT BLL PARAMETEKE
0. = KEEP CURRENT WIKDOW
OPIION < 5% 4 < SET COMPONENT RANGE
COMPOKENTS:
1 = TEMF
% = DXYGE#H
3 = TDIAL P
4 = T0TAL N
5 = TH/TF
6 = BECCHI
7 o= CHLA
FIRST COMPONENT < .27 3 LOIMCLUDE ONLY TOTAL PDATA FOR THIS EXAMPLE
LAGT COHPONENT & 57 4

ITIC~15



PROFILE - DOCUMENTED SESSION

FEDFILE WINDOW, SARPLES = 168

CURKENT PAERAMETER VALUES:

1. = STaTIGN RANBE = P T0 &
2, = ROUND EANGE = I T4 4
3. = [LEPTH EANGE = ¢.0 10 995,90
4. = LCOHPONENT RANLGE = EEN Y 3
5. = REBET WiINUQW TO INCLUBE ALL DATA
G, = EBIT ALL PARAHETERS

0. = HEEF CUERENT WINDOW

OPTION < .27 3 < SET DEFTH RANGE

BEFINE SAMFLE DEPTH RANGES:
HINIHUM DEPTH OO 7 G COINCLUDE ONLY Q- S METER SAMPLES FOR EXAMPLE
HAXIWUM BEPTH () % 5

FREOEFILE WINDOW, SAMPLES = BE 4 BEFOTAL P SAMPLES BETWEEN 0-8 M

CURRENT PARAMETER VARLUES:

1. = STATIOH RANGE = 1718 &
%, = ROUND ERANGE @ 1 TG 4
2. = DEPTH RANGE = 9.4 T0 5.¢
4. = COWPONENT KANGE = EY 3
5. = RESET UIWDOW TO INCLUDE ALL DATA
6. 5  ERIT ALL FARAMETERS

0. = KEEP CURRENT WINDDW

OFTION < L7 0« KEEPQURRENT WINDOW AND MOVE ON TO DISPLAY MENL

< NOW DEMONSTRATE PLOT PROCEDURES 6-9 USING 0-5 METER SAMPLES FOR YOTAL P

FREOGF ILE - DISPLAY MEMU:

s
.
1]

SET PLOT WIDTH AND HEIGHT
-------- FLOT FORKNABTLE =mmmemnm

Y-UARIAELE X-VARIABLE SYHEGL BY
2. = ELEVATION COHE DATE STIATIGN
3. = ELEVATION LG STAT1GH BATE
4, = ELEVATION UhTE GONC STATION
5. = BLEVATION kKM LONC DATE
. o= COHE EKH BARTE
7. = COHC DATE STRTION
8. = HIGIOGRAHS
9. = BOX PLOIS
9. = EETURK IO MAIN MEMU

ITIC~16



PROFILE - DOCUMENTED SESSION

CODE <NN.> 7 & { PROCEDURE 8
L PLOT CONCENTRATION VS. RIVER KILOMETER, USING SYMBOLS TU DEFINE DATES

LOG-THANSFORM CONCENTRATION <0.=NO0,1.=YESE2? ¢
LATES SEPARATE <O.> OR COMBINED <1.>7 1

{ IF=08SEPARATEPLOT GENERATED FOR EACH DATE

< IF =1 DATES COMBINED ON ONE PLOT

BEAVER RESERVOIR -~ EPA/NES [AIA COMPONENT: 3 IOTAL P

SYMBOL = JULIAN DaY:

b= 95 2=169 3=242 4=382

TOTAL P
QB.0G12 2
952.381
B6.751
Hi, 131
75.501
£2.8811
©4.2512
58.6312
93.0043 i
47.3814
41.75:14 4 1
36.13!)
30,561 4 4
24.881 2
19,251 4 3
13.631 4
B.00I

[

bl

DOWNSTREAM DIRECTION - - - >

ot

fy
Ll

P e Rt
|2 SR

3.76 24,320 4370 61.1% 79,69  98.19 116.69

o PLOY REPEATED FOR EATH COMPONENT IN CURRENT WINDOW
USE LOG TRANSFORMATION YO GET BETTER RESOLUTION AT LOW SCALE VALUES

o BKM'S DEFINED IN INPUT FILE CAN BE ANY CONVENIENT FRAME OF REFERENCE
L VALUES NOTPLOTTED IF RKM <0

I1TC-17



PROFILE ~ DOCUMENTED SESSION

PROFILE- DISPLAY HENDI

1. = BET FLOT WIDEH AND HEIGHT

< OETC.

8. = HISTOGEAMS

9. = BOX PLOIS

9%, = EETURM I0 MAIN HENU

COUE <HN.» 7?7 ¢ DEMONSTRATE PROCEDURE 7

< PLOTCONCENTRATION VS DATE WITH SYMBOLS DEFINING ETATIONS

LOG-TRANSFORM CONCENTRATION CO.=Nb,1.=YEG2? 1 $ LOGIBSCALES
STATIONS SEPARATE <0.> Uk COMEBINER <1.>% o

{F = OSEPARATE PLOT GENERATED FOR EACH STATION

& JF = 1 STATHONS COMBINED ON ONEPLOY

FEAVER RESERVOIR - EPA/NEZ DATH COMPONENT: 3 TOTHL P
STATIONT 1 ABOVE DAH BEM: 119.0 BASE ELEV: 279.4
SYHMROL = STATION
TOTAL F
1.2011 1
1.191
1.171
1,151 1
1.131
tol1
1.0¢91
1.071 1
1.681
1.031
1.634
1.G81 1 i
0.4981
D.8641 i
3.941
4.9%1
0. 901 4
RS T F— - e $om s -
85,00  125.33 156,06 186,59 217,13 247.8% 178,18
BATE :
CHE

< DATE=DAYSE FROM JAN 1 OF FIRST SAMPLE YEAR
£ ETC. FOR EACH STATION AND COMPONENT IN WINDOW

Y1018



PROFILE - DOCUMENTED SFSSION

FEOF I LE- DISPLAY MENU:

1. = SET PLOT WIDTH AND HEIGHT

< ETC.

8. = HISTUGRAHS

9. = BOX PLDTS

39. = RETURN 10 HMAIN HENY

COBE <NN.» 7 8 < DEMONSTRATE PROCEDURE &

-

L VERTICAL HISTOGRAMS OF CONCENTRATION

GROUFPS: STATIONCL.>, SEGHENT<Z.», OR DATE(3.» 7 i
< ABOVE DEFINES SYMBOLS USED IN HISTOGRAMS

SCALE LINEAR <0.> OR BEOGMETRIC (l.» 7 1 L GEOMETRIC SCALE

S LINEAR SCALE INCREASES BY FIXED INCREMENT
{ GEOMETRICSCALE INCREASES BY FIXED FACTOR [USUALLY NMORMALIZES NUTRIENT DATA}

COMFONENTT 3 TOTAL P
SYMBOL = STATIIOH
INTERVAL MINIMUM - GEOGHETRIC SCAHLE
98.00 5
#2.92 &5 < OEFICTS GENERAL RANGE AND DISTRIBUTION OF VALUES
70.17 5
59.37 066&R
50.24 BG5S
42.51 (3556
35.97 4643536443 < VALUES BETWEEN 35.87 AND 4247
30.44 3544
25,76 S
21.79 343
18.44 44444
1%3.60 232311
13.30 2382y
P17 21
9.45 32322111

8,00 2112121 T VALUES < 948
0.00

-,
xr
o

111C-19



PROFILE - GOCUMENTED SESSION

FROFTLE -~ DISPLAY REHU:

1. = SET FLOT WILTH AND HEILGHT

< ETC,

9., = BOY FLGTS

g9, = RETURN TO MAIN HERU

COnE <HN.: 7 9 o DEMONSTRATE PROCEDURE 8

< BOX PLOTS DESIGNED TO COMPARE DISTRIBUTIONS QOF DATA GAOUPED

< INCATEGORIES DEFINED BY STATION, SEGMENT, DATE

< NOTE: SEGMENT IS A GROUP OF STATIONS (RESERVOIR AREA] DEFINED IN INFUT FILE

GROUPS: STATIONCY.>, SEBMEMIIZ.>, OR DATES3.:» 7 1 & BOXPLOTSBY STATION
< ABOVE DEFINES GROUPING METHOUD

SCALE LINEAR <0.> OR GEOMEIRIC <£1.» 7 1 < GEOMETRIC SCALE

COMPONERT: 3 TOTAL ¥ &
STATION MNORY  HEDIAN  FERCENTILES: 10 23 50 75 99

1.40 11 10,00 =11hEIIT bi==-

2,00 11 11,00 ~10iikiditiitemn
3.00 11 16,00  —emeees PAVAELIELEEE g =
4.00 12 26.50 PVLLTATT T =
§.00 11 46.00  eeeee AR IR AR RN
6,00 12 S$B.50 me LT AT e
e e o R T o o ==
TOTAL P --> #.20  12.2% 18.31  27.36 406.89  61.10  91.30

GEOMETRIC SCALE

< NOBS =~ NUMBER OF OBSERVATIONS IN GROUP
¢ MEDIAN = MEDIAN VALUE IN GROWUP
EPERCENTILES: 10 28 50 25 gp

< SYMBOL: e LTI LTI P B

& REPEAT FOR EACH COMPONENT IN WINDOW

< BOXPLOTS USUALLY EFFECTIVE FOR EVALUATING SPATIAL OF TEMPORAL VARIATIONS IN
< MIXED-LAYER WATER QUALITY CONDITIONS

111C~20



PROFILE - DOCUMENTED SEESION

PROF ILE-~ DISPLAY HENU:
1. = BET PLOT WIDTH AND HEIGHI
B. = HISTUGRANS

9. = BOX FLOIS

9. = RETURN T0 HAIN MENU

CODE <NN.> % 9 < DEMONSTRATE PROCEDURE 8
< REPEAT BOX PLOTS WITH GROUPS DEFINED BY SAMFLE DATE

GROUPS: STATIONCI.>, SEGHENT<Z.», Ok DATEL3.> 7 3 ¢ GROUPONDATE

SCALE LINERR <0.> OF GEOMEIRIC <1.> % i

COMPONERTIY 3 TOTAL P
i & TE HOBS HEDIAN FPERCENIILES: 10 25 50 75 9¢

55.00 ig 3B e SRR RSN AR R IREERE ELLELLL
169.08 19 22,00 --0iLRERREREIILLEINIREDRERII LI e
242,040 13 2160 eeemn PEEFHIHEATEREEIETI I e
282,00 i8 i8.00 e R R R IR R AR R R R R R R R A

o e e o e LT R e
- TDTAL P --2 g.00 12.02 18.07 27.16 40.8F 51.34

GEOHETRIC SCALE

{ MHIGH SFATIAL VARIARILITY IS DEPICTED BY WIDE RANGE OF MEASUREMENTS
< ON EACH DATE

< REPEAT FOR EACH COMPONENT IN WINDOW

<H>

FEOGFILE- DIRBPLAY MENU:

1. = BET PLOT WIDTH AND HEIGHT
< FTC

9. = BOX PLGYS

99, = RETURN TO MAIN MENU

CODE <CHNN.» 7 9% < RETURN TO MAIN MERU
$ DEMONSTRATE MIXED-LAYER SUMMARIES

I1IC-21
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PROFILE -~ DOCUMENTED SESSION

e
o
fan)
15
b

L E - PROCEDURES: o MAIN BMENL

REAL DATA FILE

DEFINE WINDDHE

LIST STARTION, TATE, AND COKPONENT KEYS

LIST PROFILE DATA

INVENTORY [ATA BY STATION, COMPONENT, ANB DATE
LISPLAY MENU

TRANSFORMATION HENU

CALCULATE OXYGER DEPLETION RATES

CALCULATE MIXED-LAYER WATER QUALITY SLHMARY
HELF

END

&
Ho#

HohoH

o w3 G L e G B

9.
10.
99.

I T I T R ||

arTiogN < .37 g < PROU G MIXED LAYER SUMMARY
¢ FIAST CHECK WINDOW, CURRENTLY RET FOR TUTAL P. 0-5 METERS
FREOGFILE WINDOW, SAMFLES = GE

CURRENT PARAMETER VALUES:

1. = STATION KANGE = 1 70 &
2. =  ROUND KANGE = 110 4
F. = REPIH HANLE = ¢.¢ T4 5.9
4, = {QOHFONENT KRRGE = 3 14 3
%. = FRESET WINLOW TO IHCLUIDE ALL DaTa
G, = EOIT ALL PARAMETERS

G. = KEEF CURRENT WINROW

OFTION < .37 § $ KEEP CURRENT WINDOW

AREA-WEISHTED SUSRMARIES

T PROCEDURE DESIGNED FOR ROBUST SUMMARY OF MIXED-LAYER WATER QUALITY
WINDOW SHOULD BE SET TQ INCLUDE MIXEG-LAYER, GROWING-SEASON VALUFS

< SUMMARIES GENERATED IN A TWO-WAY-TABLE FORMAT

A COLUMNS DEPICT SPATIAL VARIATIONS [DEFINED BY STATION DR SEGMENT)

< ROWS DEPICT TEMPORAL VARIATIONS (DEFINED BY DATES OR GROUPS OF DATES)
COTCELL” = BOW/COLUMN COMBINATION

< DEFINE BOWAND COLUMN FACTORS:
GROUP BY STATIONCL.Y UR SEAHENTIZ.» 7 H < COLUMNS = STATION

DATE BLOCKING FALCTIOR: > 7 % 1 LATE PER ROW
=2 FOR EXAMPLE, CONSECUTIVE DATES WOULD BE RAIRED IN ROWS

ITYIC~22



PROFILE - DOCUMENTED SESSHON

CELL SUMMARIES <1.-MEANS,2.=HEDIANS> ? 2 € USE MEDIANS

ABOVE DEFINES BETHOD FOR COMPUTING SUMMARY VALUES WITH EACH LELL
MEDIANS RECOMBENDED BECAUSE THEY PROVIDE FILTERING OF ERRANT

<

<

< VALUES IF RUMBER OF OBSERVATIONS PER CELL IS 3 0OR GREATER
¢ FOR ROBUST SUMMARY, GENERAL QBJECTIVE I§ TOPROVIDE AT LEAST
< FTHREE VALUESPER CFLL

< ENTERINVAUID VALUES fE.G. O FOR ANY QF ABOVE PROMPTS TO RETURN TO MENU
¢ PROGRAM SETS LUIP TABLE AND PRINTS INVENTORY OF SAMPLE FREQUENTIES:

BERVER RESERVOIR - EPA/NES DALA

COMPONENT. TOTAL P, DEPIHS: 4.0 10 5.0 H & CURRENT WINDOW
RESERVOIR WEIGHTED MEANS LISTEU IN LAST COLUMN

TGTARL P SAHPLE FREQUENCIES!

STATION 1 2 3 4 & &

DATE WIS>0.Z20 0,250 ¢.380 6.150 0.100 0.430 L BPATIAL WEIGHTS
74 4 3 3 3 2 3 3 3 18

74 &18 3 3 3 4 3 2 19

74 83C & p: P 3 2 3 13

7410 © 3 3 3 3 3 3 18

TBTALS il 11 11 12 1l iz &8

{ PROGARAM COMPUTES AREA-WEIGHTELD MEANS ACBOSS ALL STATIONS
< FOR EACH ROW (SAMPLING DATE] AND STORES RESULT IN LAST COLUMN
< COLUMNS ARE THEN SURMARIZED VERTICALLY

C CALCULATION SUMMARY:

TOTAL P SUMMARY VALUES:
STATION H & 3 4 3 &
DATE WISH0.200 0.256 €¢.25¢ 0.15¢ 6.100 0,050

e e o e o o e ot s i S e o e ok O i e o ok 5 S o Sk "t v e Tt . S W S b e i A 4 s e e YN AP T e T P S e

74 4 3 3.0 i6.¢  36.0  37.0 46.0 6B.0  ZB.3 ( RESERVOIR BUMMARY
74 618 9.0 9.0 16,0 27.¢  88.0 53.0 24,0 < VALUESINLAST

74 836 13.¢ 11.3 g% 21.0  36.5 44.0 19,1 & COLUMN

7410 % 10.0 11.9  11.0 21,0 40.0 47,0 172.0

MEDIAHNS 9.8 ii.3 17,3 4.0 42.0  53.0  2l.8

HEANS 1.3 i1.9  20.4  36.5  52.6 3%.85  22.3

Cy 0.185 0.24% 0.534 0.2B% 0.454 ¢.212 « 230

CVIREAN) £,0%2 0,124 G.267 0.142 0.227 0,166 0.115

ITIC~23



PROFILE - DOCUMENTED SESSION

Ly = COEFFICIENT OF VARIATION = STANDARD DEVIATION/MEAN
REFLECTE TEMPORAL VARIABILITY

CV IMEAN]= COEFFICIENT OF VARIATION OF THE MEAN = STANDARLD ERRUORMEAN
BEFLECTS PRECISION OF CALCULATED MEAN YALUE

THE MIXED-LAYER MEAN CONCENTRATION FOR THE ENTIRE RESERVOIR IS
ESTIMATED AT 221 MG/MIICVIMEAN]) = 0,175}

MEAN AND CVIMEAN) FOR FACH STATION (OR SEGMENT] ARF USED IN BATHTUB PROGRAM

S PROCEDURE CAN HANDHELE MISSING CELLS, BUT RESULTS ARE LESS RELIARLE
. PRODEDURE REPEATED FOR EACH COMPONENT IN WINDOW

MIXEQD-LAYER SUMMARY CALCULATIONS COMPLETED, RETURN TQ MAIN MERU

“H>

]

R

BEMONSTRATE OXYGEN DEPLETION CALCULATIONS

EROF ILE - FROUESBURES:

1. = REAQD GATA FILE

2. = DEFINE WINDOW

J. = LIST STARTION, BATE, AND COMFOREHT HEYS

4. = LIST PROFILE DATA

5. = IWNVENTORY DATA BY STATION, COBPONENT, AND DATE

6. = BISFLAY HERU

Y. = TRANSFORBRATION MENY

8. = CALCULATE OXYGREN DEPLETION RATES

9, = CALCULATE HIXEU-LAYER WATER QUALITY SUHHARIES

1¢. = HELF
9%, = END

FIION < .27 8 < CALCULATE OXYGEN DEPLETION RATES
OBIECTIVE IS TQ CALUULATE THE RATE OF GXYGEN DEPLETION IN THE
RESERVOIR HYPOLIMNION AND METALIMNION, BOTH GF WHICH ARE

HMPORTANT SYMPTOMS OF EUTAROPHICATION IN STRATIFIED RESERVOIRS
DEPLETION RATES ARE EXPRESSED ON AN AREAL BASIS (HOD: MG/M2-DAY]
AND VOLUMETRIC BASIE (MODv MG/M3-DAY)
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PROFILE - DOCUMENTED SESSION

HYPOLIMNETIC OXYGEN DEPLETION (HOD) CALCULATIONS FOR HEAR-DAN STATIOHNS

LOMPONENTS: < INDEX OF COMPONENTS CURRENTLY IN MEMORY

1 = TEMP X WINDOW AUTOMATICALLY RESET TO INCLUDE ALL COMPONENTS
2 = DXYGEW

3 = TOTAL F

4 = TUTAL N

9 = IN/TP

6 = SECCHIT

7 = CHLA

TEMPERATURE SUBSCRIPT <« .>7 i < SPECIFY TEMPERATURE SUBSCRIPT
OXYGEN SUBSCRIFI < 37 2 ¢ SPECIFY OXYGEN SUBSCRIPT

STATION MUMBER FOR HOD CALCULATIONSY 1 { NEAR-DAM STATION NUMBER
< INVALID VALUES FOR ABOVE WILL CAUSE RETURN TO MAIN MENU

 DEFINE ELEVATION INCREMENT FOR INTEBPQLATION AND iINTEGRATION DF PROFILES

TOTAL ELEVATION EANGE = 278.8 342.8 HETEES
NOMINAL ELEVAIION INCEEHENT = 3.20 HETERS
ELEVATION INCEREMENTI? 3 ¢ PROGBRAM WILL ADJUST THIS VALUE, IF NECESSARY

< TO GIVE A MAXIMUM OF 30 DEPTH SLICES

C PROGRAM INTERPOLATES AND INTEGRATES INPUT AREA/ELEVATION TABLE AT
< NIFORM ELEVATION INCREMENT, STARTING AT RESERVOIR

< BOTTOM (1E AREA =9
BEAVER RESERVOIR ~ EPAJNES BATA - HKOERPHOMETRIC TABLE
ELEV BEFTIH BREA ZREAN ZHAX  VOLUME
H HEL H ENZ i # HH3
B42.82 .00 112.93 18.80 64.05 2255.09
338.77 4.0% 10Z.00 17.71 6¢.00 L1806.17
333.77 9.08 81.39 16.57 53.00  1348.66

328.77 14.03 £3.78 15.47 50.00  UB6.62
323.77 19.03 £%.51 14.22 §5.00 704,14
318.77 24.0% 37.24 13.12 40.400 488.10
313.77 29.0% 29.47 10.92 353,00 321.82

J0B.77 34.03 21.73 8.94 30.00  194.31
F03.77 39,03 14,00 7.5% 25,00 1e5. 68
2%8.77 44,035 7. 00 7.66 2¢.0¢ 54.03
283,77 49,03 4.46 .36 15.00 34,95
288.77 34.405 2.26 3.5% I9.00 g.02
283.77 59,85 0. 66 1.67 .00 i1.11
278.77 64.03 0.00 0.0¢ G.00 G.00

CDEPTH = DISTANCE FROM SURFACE
< EIMAX =  DISTANCE FROM BOTTOM
CEMEAN = MEAN DFPTH
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PROFILE - DOCUMENTED SESSION

< PRINT DATA INVENTORIES FOR TEMPERATURE AND OXYGEN AT SPECIFIED STATION

DATR IMVEHTORY FOR COMPONENTI 1 TEWP STATION: 1 ARGVE DAN
ROUXE  BATE  JULTaN  SELEV  SANFLES ZHIN ZWAX  CHIN CHAX
f " M cu cu

1 744 35 93 342.8 7 .0 61.0 7.3 11.7

£ 74 018 169 342.8 3 0.0 332 8.3 24.3

3 74 830 243 341.¢ 9 0.0 31.9 9.2 26.3

4 74109 382 341.3 10 0.0 53.4 9.5 12.6

DATA IMVENTORY FOR COMPORENT: 2 OXYGER  STATION: 1 AROVE IAHM
ROUND  DRTE JULIAN SELEV  SAMPLES ZMIN  IMRX  CHIN EMAX

¢ H # Cu Lu
1 74 435 35  342.8 & 1.5 61.90 B.4 16.9
i 74 6lB 169 342.8 3 1.5 52.2 | 9.3
3 74 830 242 341.¢ g 0.6 31.9 0.4 7.8
4 7410 9 z82 241.3 19 0.0 53.4 0.2 7ol

< CRAIN, CMAX = MINIUM, MAXIMUM VALUES
-5 QU QOMPONENT UNITS (DEG-C FOR TEMP, MG/L FOR OXYGEN]
< ZEHN, ZMAX = BEPTH AANGE FOR NON-BHESING VALUES

DEFINE SAMPLING ROUNDE FOR HOD CALCS
FIERST SAMPLING ROUND JHM.-Y 1
LAST SANPLING HOUHD  <NN.27 3

ENTER FIRST ROUND
ENTER LAST ROUND

N,

< FOR VALID HOD CALCULATIONS, USER SELECTS ROUNDS BASED UPON FOLLOWING.
< I-WATER COLUMHK STRATIFIED (TOP-TG-BOTTOM TEMPERATURE DIFFERENCE >4 DEG C)
2-MEAN HYPULIMNETIC DISSOLVED OXYGEN > 2 MG/LITER

o

#,

“FIRST SAMPLING ROUND™ I8 FIRST ROUND 1IN SEASON SATISFYING BOTH CRITERIA
TLAST SAMPLING ROUNDY 15 LAST ROUND SATISFYING BOTH CRITERIA

£

£

PROGRAM INTERPOLATES TEMPERATURE PRECFILES FROM
BOTTOM OF RESERVUIR TO SURFACE ON FACH SPECIFIED ROUND

4N

"

< SUMMARY OF TEMPERATURE CALCULATIONS:

BERVEE RESEEVOIR ~ EFA/NES DATA CUMPONENTI 1 temp
STATION: 1 ARBDVE DAH KEKM: 11%9.0 EASE ELEV. 279.4

ROUNL  JULIAN SAMPLES SURF. ELEV

FIRST: i 45 7 342.8
LAGT: K| 242 g 341.¢
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PROFILE - DOCUMENTED SESSION

-—-— DEPTHS --- CONCENTRATIONS VERT GRADIENIS

ELEY AREA FIRST LASY  FIRST LAST RE/DY FIRST LAST
M KHZ HETERS CORC UHIIS (2 CU/sDAY cus/M X 1o
338.8 102.00 4.0 2.2 11.60 26.30 160.90 15.7 133.0
333.8  Bl.39 9.0 7.2 11.56  25.10 92.1 8.9 6163
328.8 63.78 14.0 12.2 11,51 20.14 58.7 8.1 784.6
343.8 49.51 19.0 17.2 16.73 18.05 4%.8 180.0 437.9
3i18.8  37.50 24.0 23.2 9.71 13.76 41.1 293.3 464.3
313.8  2%.47 23.0 37.2 .69 13.41 33.1 152.% 350.0
aés.8  21.7%3 34.0 %2 .19 12.26 27.7 79.9 2320.6
353.8 14.00 39.0 37.2 7.98 11.20 22.5 59.9 184.2
298.8 7,06 44.0 4.2 7.60 16,432 19.2 43.9 145.6
293.8 4,606 49.0 47 .2 7.46 9.75 i5.6 20.9 121.6
288.8 2,26 4.0 52.% 7.39 9,24 12, 13.1 54.6
283.8 0.56 §2.0 57.3 7.33 .34 12.8 9.1 0.0
278.8 g.00 64,0 62.2 7.30 .26 12.9 0.8 0.0

DEPTHS = LHSTANUES FROM SURFACE AT TOP OF EACH STRATA

CONCENTRATIONS = INTERFPOLATED VALUES {18 THIS CASE, TEMPERATURES]

CUf = COMPONENT UNITS

DD = TIME DERIVATIVE (CHANGE IN COMPONENT UNITS PER DAY
BETWEEN TWO DATES

VERT GRADIENTS = VERTICAL TEMPERATURE GRADIENTS

R T A

PLOTINTERPQLATED TEMPERATURE PROFILES
£ REVIEW AND ESTIMATE THERMOULINE BOUNDARIES

s,

STATION 1 INWTERPOLATED PROFILE SYMEOLS: O=DAY 493, +=DAY 242
ELEY (H)
342.824 0
338.821 ] +
334.811 g +
330,811
3zs.81) g +
322.801 g +
318.80! g +
314.801 g #
310.8¢1
306.791 O + <
302.791 ¢ + < TOP OF HYPOLIMNION ABOUT HERE
298.7910 + <
294.7810 ¢
299.781
L8678 +
28277140 +
A7B.7710 +
o e e e v e o e R o e o
7.30 10.48 13.50 16.61 19.71 22.81 25.91
TEHF .

TOP OF METALIMNION ABOUT HERE

Sy
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PROFILE - DOCUMENTED SESSION

€ PROGRAM INTERPOLATES QXYGEN PROFILES AT UNIFQRM INCREMENTS
< AND PRINTS SUMMARY TABLE ANALOGGUE T ABOGVE TABLE FOR TEMPERATURE

BEAVEK RESERVOIR - EPA/NES DATA COMPONENT: 2 OXYBEH
STATION: 1 ABOVE DAM REM: 119.0 BARE ELEV: 279.4
ROURE  JULIAN S&MPLES  SURF. ELEBV
FIRSYI: 1 55 G 342.8
LAGT: 3 242 ki 341.0
-~ UEPIHE --- CONCENTRATIONS VEET GRADIENTS
ELEV AREA  FIRST LAST  FIRSY LAST BL/LT FIRsY LASE
H KK2 HETERS CONC UMETS {(CU) Lu/nay Cusm X 1006

338.8 1¢2.00 4.9 2.2 19.0¢ 7.53 -16.8 0.0 144.7
333.8 B1.39 9.0 7.2 19,00 £.39 -25.2 5.0 707.1
328.8 632,78 14.0 12.2 16.9¢ 0.46 ~64.9 18.0 538.7
323.8  49.51 19.¢ 17.2 9,90 8.96 ~61.2 Za.1 ~19L.3
3la.8  37.20 24.0 d2.2 9.77 2.37 ~50.3 26.2 ~321.6
313.8  29.47 29.9 27.2 9.64 .12 ~37.5 35.5 ~193.3
308.8 31.73 34.9 32.2 .41 4.3¢ -34.8 8.7 - -8.%
303.8 12.00 39.0 37.% 9,13 4.20 -33.7 52.5 167.3
298.8 7.66 44.0 42.2 8.489 2.63 ~42.,6 43.8 275.%5
293.8 4.56 49,9 47 .2 8.71 1.4% ~4%9.4 36.7 203.1
288.8 2.26 34.0 52.2 8.38 g.60 -54.3 26.2 85.0
283.8 913 39.0 27.2 8.43 §.60 ~-%3.4 18.2 8.0
278.8 .00 64,0 644 8.40 .80 ~33.1 0.0 4.0

DOAT EHOWS THAT VOLUMETRIC QOXYGEN DEPLETION RATE VARIED BETWEEN
{ 33 AND 68 G/MI-DAY BETWEEN ELEVATIONS 278 AND 328

PN

{ INTERPOLATED OXYGEN PROFILES ARE NOW INTEGRATED OVER DEPTH
< ARD WEIGHTED ACCORDING TO SURFACE AREA AT EACH ELEYATION
$ TABLE SUMMARIZES VOLUME-WEIGHTED CONCENTRATIONS AT EACH ELEV

INTEGRALS OVER DEFIH

HEAN CONC GERIV HASS/AREAR LERIV

ELEV  IMEAN FIRST LAST  BOW/SDT FIRST LAST DCBADT
H H G/H3 G/M3  RGAHI-D G/HZ G/¥2 HG/H2~D
33k.8 17,71 g.81 3.60 -42.3¢ 173.8 3.7 ~742.0
333.8  16.%7 9.75 2.45 -49.60 161.6 40.8 ~831.9
J28.8 15.47 9.66 2.24 -306.406 145.4 4.7 -780.8
3u3.8 14,42 9.54 2.88 -43.31 135.7 41,0 -644.4
3ig.8 13.13 9.41 3.49 -40.28 123.5 4.8 -538.3
313.8  19.92 9.26 3.67 -37.99 61,1 40.1  -414.9
308.8 8.94 9.47 3.22  -39.11 g1.1 2%.7  -349.7
303.8 .55 B.88 2.34  -43.15 67.1 19.2 ~325.4
298.8 7.66 8.72 1.96 -48.74 6.8 1.9 ~-373.2
293.8 S.36 8.62 0.94 ~52.27 46.2 3.6 -280.¢
288.8 3.58 8,53 9.606  -53.94 30.3 2.1 -191.5
283.8 1.67 8.45 §.60 ~53.41 14.1 1.0 ~8%.0
278.8 §.0¢ 2,00 £.6¢ 0,00 6.0 0.4 0.0
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PROFILE -~ DOCUMENTED SESSION

< DOMDT = TIME DERIVATIVE OF MEAN CONCENTRATION BELOW ELEVATION (HODv!
< DOBMASDT = TIME DERIVATIVE OF MASS PER UNIT AREA BELOW ELEVATION (HOD3)}
< SHOWS SENSITIVITY OF HODa 70O LOWER THERMOCULINE BOUNDARY

¢ F.G., FOR BOUNDARIES RETWEEN 2888 AND 308.8, HODa VARIES

s BETWEEN 326 AND 373 MG/M2-DAY

< TABLE SUMMARIZES VOLUME-WEIGHTED CONCENTEATIONS BELOW FACH ELEYV

L PLOTINTERPOLATED OXYGEN PROFILES

-~

SIATION 1 INTERPOLATER PROFILE  GYMBOLS: O=DAY 95, +=DAY 242
ELEV (43
342.821
338.821 +
334.811 + g
330.811
326,811+ < METALIMNETIC DEPLETION g
22.801 ¢ o
f
|
i

o I

318.80
314.80
310,80
306.791 + 0
302,791 + i
298.79i +. 0

294,781 + X HYPOLIMNETIC DEPLETION [
259¢.781

+
0.48 2.01 3.57 5.13 6.69 8.
OXYGEN
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FROFILE - DOCUMENRTED SESSION

¢ TIME DERIVATIVE OF MASS PER UNIT AREA (HOD-3)

STATION 1 AREAL DEPLETTON RATE (HG/MZ-DBAY) BEIWEEN DAYS 95 AND 242
ELEY (M)

338.771 +

335.331 +

331,901

328,461 +

335,021 ¥

321.581

318.135! +

314,711 +

311,371

307.83! *

304.401 ¥

300.96!¢

297,521 +

294,081 +

390,651

2B7.211 +

283.771 +

0.00 134,19 268.38 402.5%7 3536.77 670.95 §05.15
OXYGEN

< TIME BERIVATIVE OF MASS PER UNIT YOLLME i#00v)

SIATION | VOLUMETRIC BEPLETION RATES (HG/M3-DAY) BETWEEH RAYS 935 AND 242
0= AT ELEV, = VDLUME WTD. BELOU ELEV

ELEV {®}
338,70 { i
333.021 a +
331.2%%
327.531 * G
323.770 + g
335,021 + 3
316.271
312,331 +
d08.771 o+
05,0431 ) +
FCI.271
297.821 U +
233,771 a0 -
390021 *
286,371
282,52 1
28B.77 G

e e F oo e e 4 A e B #om

0,80 OLE0 21.200 31.80 0 432.40 ﬁS;QO 63.60
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PROFILE - DOCUMENTED SESSION

< NOWESPECIHFY THERMOCLINE BOUNDARIES AND PRINT SUMMARY TABLE
< THERMOULINE BOUNDARIES DO NOT HAVE TQ CORRESPOND TO UMIFORM

< ELEVATION SLICES IN ABOVE TABLES

ENTER THERMDCLINE RCUNDARIES BETWEEN 27B.% AND  342.8 HETEERS, #MSL

ELEY AT TOF OF HYPOLIMNION? 300 { ENTER LOWER THERMOULINE BOUNDARY
ELEY AT TOP OF #ETALIMMIGNT 330 < ENTER UPPER THEBMUCLINE BOUNDARY

< OPRINT SUMBARY TABLE

BEAVER RESERVOIR - EPA/MES DATA COMPORENT: 2 OXYGEW
STATION: 1 ABOVE [AH R{Mr 119.0 DBASE ELEV: 27%.4
JULIAN DAYS: 9% I0 242

STATISTIIC HYFOLIWANION METALIHNION BOTH
ELEVATION [ 300.00 F30.00 33¢.00
SURFALCE AREA KH2 B.76 68.11 68.11
VOLUNE HH3 66,73 1008 .95 1075.6B
HMEAN LEPTH M 7.kl 14.81 15.79
KAXIKUM DEPTH H 21.23 36,00 51.43
INITIRL CORC H/H3 8.7¢ .75 9.69
FINAL LORC /N3 1.94 2,33 2.31
AREAL DEPL. RATE M&/MZ-DRY 354.54 747.09 792.71
YOL. BEFL. RATE  HG/M3-DAY 46.56 30.44 30.3¢

Y VOLUMETRID DEPLETION RATES FOR HYPOLIMNION (46.56 MG/MI-DAY] AND
€ METALIMNION (5044 MG/MI-DAY ) AND MEAN DEPTH OF HYPOLIMNION (7.6}
L ARE HNPUT TO BATHTUB PROGARAM

TRY OTHER BOUNDARIES <0.=80,1.=YE8>»? ¢
LIST/PLOT TIME SERIES <0.=ND,1,=YE§:7? 1

< FOR SPECIFIED THERMOCLINE BOUNDARIES, COMPUTE VOLUMESWEIGHTED
3 CXYGEN CONCENTRATIONS ON EACH SAMPLING DATE ANG PLOT

THERMOULINE RUUNDARIES: 300.0 330.0

CONCENTEATIONS (G/HD) DEFL. RATES (HG/H3I-DAY)
ROUND JULIARM DRTE GAMPLES HYPGL. HETAL. I0TAL  HYFOL. HBEIAL. TOIRL

1 96 & B, 79 9.78 969

33.58  36.67 36,48
2 169 B £5.30 7.04 5.99

9%.73  64.39 04,10
3 242 g 1.94 2.38 2.31

a8.75% ~56.78. -5l.48
1 282 10 0,79 4.561 4.37

¢ DEPL RATES ARE COMPUTED BETWEEN FACH PAIR OF SAMPLING ROUNDS
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PROFILE - DOCUMENTED SESSION

VOLUME~WTD CUONCENIRATIIDNG: +2HYFOL., O=HETAL,
OAYGEH
9.7514
G9.141
8,531+
7. 948
7.311 0
£.701
&.09] +
G.481
4.871 G
4.261
J.6061
2.051
Z.441 b
1.83i +
1.221
G.611 +
0.001
o e e e e o e it o e 4
95.00 125.%3 13&.06 188.%% 2i7.1d Z47.6% 278,18
I &TE

SLOPE OF HYPOLIMNETIC VALUES ESTIMATES
ESTIMATES THE AVERAGE RHGDw

BECAUSE OF THEBMOCLINE EROSION, METALIMNETIC
CONCENTRATION (0} INCREASES QN LAST DATE

A

< END OF QXYGEN DEPLETION CALCULATIONS
S ODAN BEPEAT TO TEST SENSITIVITY TQ ELEVATION INCREMENT, ETC.

PREGFILE - PREOBCEBURES: C MAIN MENU

READ DATA FILE

2+ = DEFINE WINDOW
3. = LIST STATION, DATE, AND COMPONERY KEYS
4. = LIST FROFILE DATA
S. = IMVENTORY DBAT& BY STATION, CONPOKENT, ANDR DATE
6. = DISPLAY MENU
7. = TRANGFOERMATION MENY
., = LALCHLATE (XYSEN DEFLETION RATES
5, = CALCULATE HIXED-LAYER WATER QUALITY SUHMMARY
1%. = HELP
29, = END
OPTION < .37 10 $ DEMONSTRATE ONLINE DOCUMENTATION (HELP)

AhAAARARKAXRARAAZARKAKRRRAFARARARARKARAARARAARRAKARKAAAKLALAAK KA AKX
Ak &k

b FFPPPP  REERRE 20004 FPEFFF 1 L EEEEEE 44
k% F L B g a ¥ i L E £
k%  PFPFFF RERRERE ﬁ &  FFFF I i EEE #h
% F R K 0 o F I L E ki
% F B K googes F I LLLLLL EEBEEE ik
A% k#

AARRARKEARRAKKAARRAKARKAKIRARRARARARARR AR RARARARARK AL ARKAAARREARA
k% ONLINE DOCUMENTAYION FOR -- F RO F I L E -~ VERBION 2.0 A4
AKARKARAKARAR RAXRARAARKIRARARAKARAARRARRARRARARRARARA KRR RAARRRARAR
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PROFILE - DOCUMENTED SESSION

CONTENTSS
1, ~ BENERAL FROGEAX DESCEIFTION
2. - FROCEDURE DBESCRIPTIONS
3. - GLOGBARY
4.- TERKIHAL COMVENTIONS
9%, ~ RETUEN TO PROGEAH
EMTER SELECTION 7 1 L GENERAL DESCRIPTION

PROFILE - GEWERAL DESURIPTION:

FROFILE IS5 AN INTERACTIVE PROGRAM DESIGNED TO ASSIST IN THE ANALYSIS AND
REDUCTION OF RESERVOIE POOL WATER QUALITY DATAL

h VARIETY OF DISPLAY FORHATS FROVIDE PERSPECTIVES ON MWATER QUALITY
SPATIAL (VERTICAL, HORIZONTAL) AND TEMPORAL WATER QUALITY VARIATIONS.

ALGORITHMS FOR CALCULATION OF OXYGEN DEPLETION EATES AND COMPUTATION
OF BREA-WEIOGHTED, SURFACE-LAYER MEAN CONCENIRATIONS ARE ALSC FROVIDEL.

PROFILE REfUIRES AND INPUT FILE CONTAIMING IHE FOLLOWING TYPES OF DATaA:
- RESERVOIR RORPHOMETRY (AREA VS. ELEVATION TABLE, PDOL LENGTH)
~ POOL LEVEL KRECOED {ELEVATIGHNS ON SANFPLING DATES)
- WATER QUALITY STATION INDEX (LOCATION, BDTTOM ELEVATION, AREAY
- WATEER QUALITY PROFILES (STAIION, DBATE, DEPTH, ANHD CONCENTRATIONS OF
P 10 10 USER-SPECIFIED WATER QUALITY COMFOMNENIS)

BT
< HELP FILE CONTAINS INFORMATION ON PROGRAM UPDATES AND OTHER BASICS

§ RETURNS TQ HELP MENU AFTER LISTING GENERAL DESCRIPTION

AKGRARRARAARAAARRARKARRARAARAARKRARARAARRARAARARARAAIRRARRAARRAARARA
Ak OMNLINE DOCUMENTATION FOR -~ P RO F I L E -~ VERSION 2.0 A&
AEAERARARRARAKARARAAARARADAAIIRARRKAKRAKRKARKARRRARKKALARRR AR AR AR

CONTEXTS:
1. — GEREKAL FPROGKAW DESCRIFIION
2. ~- PROCEDURE DESCRIFTIONS
3. -~ GLOSSARY
4. - TERMINAL COMYENTIONS
3%. - RETURK T0 PRODGRAW
EWTER SELECTION ¢ 94 o BETURN TG MAIN PROGRAM MENU
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PROFILE - DOCUMENTED SESSION

PROFILE - PRGCEBURES: < MAIN MENU
. = READ DATA FILE
2. = DEFINE WINDOW
3. = LIST STATION, DATE, AND COMPONENT KEYS
4. = LIST PROPILE DATA
5. = INVENTORY DATA RY STATION, COMPONENT, ANI DATE
f. = DISPLAY MENU
7. = TRANSFORMATION MENU
8, = CALCULATE OXYGEN DEFLETION RATES
9, = CALCULATE MIXED-LAYER WATER QUALITY SUMMARY
16, = HELP
99, = END
ENTER SELECTION ? 99 ¢ END PROGRAM

11IC~34



PART IV: BATHTUB - MODREL IMPLEMENTATIORN

BATHTUB is designed to facilitate application of empirical eutrophica-
tion models to morphometrically complex reservoirs. The program performs
water and nutrient balance calculations in a steady-state, spatially segmented
hydraulic network which accounts for advective transport, diffusive transport,
and nutrient gedimentation. Eutrophication-related water quality conditions
{expressed in terms of total phosphorus, total nitregen, chlorophyll-a, trans-
parency, organic nitregen, nonortho-phosphorus, and hypolimnetic oxygen deple-
tion rate) are predicted using empirical relationships previocusly developed
and tested for reservoir applicatlions (Walker 1983). To provide regional per-
spectives on reservolr water quality, controlling factors, and model perfor-
mance, BATHTUB can also be configured for simultansous application to
collections or networks of veservoirs. As described in Part I, applications
of the program would normally follow use ¢f the FLUX program for reducing
tributary monitoring data and use of the PROFILE program for reducing pool
moultoring dats, although use of the data reduction programs is optional if
independent estimates of tributary loadings and/or average pool water quality
conditions are used,

The functicons of the program can be broadly classified as disgpostic or
predictive. Typical applications would Include:

a. Diagnestic.

{1) Formulation of water and nutrient balances, including identifi-
cation and ranking of potential error sources,

{(2) Ranking of treophic state indicators in relation to user-defined
reservolr groups and/or the CE regervolr data base,

(3) Tdentification of factors controlling algal production.

b. Predictive. '
{1) Assessing fmpacts of changes iIn water and/or nutrient loadings.
{2)  Assessing Impacts of changes in mean pool level or morphometry.

{3) Estimating nutrient loadings consistant with given water qual-
ity management objectives.

The program operabtes In a bateh mode (noninteractive)} and generates output in
various formats, as appropriate for specific applicaticns. Predicted confi-
dence limits can be calculated for each output variable using a first-order

arror analysis schewme which incorporates effects of uncertainty in wmodel input
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values (e.g., tributary flows and loadings, reservolr morphometry, nmonltored
watar quality) and inherent model errors.

Input formats and cutput listings are described at the end of this Part.
The following sections review underlying theory, input data specifications,

output formats, and suggested application procedures,

THECRY

Introduction

A flow diagram for BATHTUB calculations is given in Figure IV-1, The
modal core consists of the following procedures:

4. Water balance.

b. MNutrient balance.

€. EButrophication response.

Using a first-order error analysis procedure {Walker 1982), the model core dis
executed repeatedly in order to estimate output sensitivity to each inputl
variable and subwmodel and to develop variance estimates and confidence limits
for each output variable. The remalnder of the program consists of output
routines designed for wvarious purposes.

Contral pathways for predicting nurrient levels and eutrvophication
regponse in a given model segment are illustrated In Figure IV-2., Predictiouns
are basad upon z network of models which has been empirically calibrated and
tested for reservodir applications (Walkex 1985). Model features are docu—
mented as follows: symbol definitions (Table IV-1), model optioms
{Table 1¥-2}, puldance for selecting model options (Table IV-3), supplementary
response models (Table IV-4), ervor statistlics (Table IV-3), and diagnostic
variables and interpretations (Table IV-8).

As listed in Table IV-2, several options are provided for medeling
nmutrient sedimentation, chlorophyll-a, and transparency. In each case,

Models 1 and 2 are the most general {(and most accurate) formulations, based
upon model testing results. Alternative models arve included to permit sensi-
tivity analyses and application of the program under various data constraints
{gsee Table IV-3}, Table IV-4 specifies submodels for predicting supplementary

response variables {eorganic nitrogen, particulate phosphorus. principal
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INPUT

1. READ KEY DATA FILE
2. BEAD CASE DATA FILE
3. FRINT INPUT COMNDITIONS

1
MODeL CORE

1. CALCULATE WATER BALANGE

2. CALCULATE COMPONENT BALANCES;
e CONSERVATIVE TRAGER
& PHOSPHORUS
& MITROGEN

3 CALCULATE WATER DUALITY RESPONSES,
* CHLORGPHYLL-a
% SECCH!

DRGANIC N

PARATICULATE P

OXYGEN DEPLETION

® 8 @

¢

ERROR ANALYSIS

1. ALTER INPUT OR MODEL ERRCR TERM
2. ACCUMULATE QUTPUT SENSITIVITIEES
3. EXECUTE MODEL CORE

4 CALCULATE QUTPUT YARIANCES

¥

ouTPUT

L PRINT SEGRMENT HYDQRALLICS AND DISPEREION
. PRINT GROSS WATER AND COMPONENT BALANCES

PRINT BALANCES 8Y SEGMENT

. PRINT ORSERVED VS, PREDICTED STATISTICS

. PRINT DIAGNOSTICS AND RANKINGS

. PRINT SPATIAL PROFILE TABLES

. PLOT OBSERVED AND PREDICTED CONFIDENCE LIMITS

i

END

Flgure IV-1. BSchematic of BATHTUB
caleulations
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H~Al

MEAN HYPOLIMNETIC DEPTH
INFLOW TOTAL P

INFLOW QRTHO-P
MEAN TOTAL DEPTH

HYD, RESIDENCE TIME

INFLOW TOTAL N

INFLOW INORGANIC N

SUMMER FLUSHING RATE
MEAN DEPTH OF o
MIXED LAYER

NONALGAL TURBIDITY

Figure IV-Z,

AESERVOIR
TOYAL P

GCHLOROPHYLL-A

RESERVOIR
TOTAL N

Control pathways in empirical eutrophlication models
developed for CE reservoilr applications

HYPOLIMNETIC 02
DEPLETION RATE

METALIMNETIC O
DECLETION RaTe?

BECCHI

« QRGANIC N

TOTAL P-OHTHG-P



Table IV-1
Symbol Definitions

As
Ac
Al
A2
BL
B2

Bm

Bp
Bx
CE
ch
cy
co
cr
8

bn

Fs

¥Fin

For

HODv

HODw

Nonalgal Turbidity (1/m) = 1/S - 0.025 B
Surface Area of Segment (kmg)
Cross—Sectional Area of Segment (km*m)
Intercept of Phosphorus Sedimentation Term
Exponent of Phosphorus Sedimentation Term
Intercept of Nitrogen Sedimentation Term
Ezponent of Nitrogen Sedimentation Term
Chlorophyll-a Concentration {mgme}

Reseryoir Area-Weighted Mean Chlorophyll-z Concentration
{mg/m™)

Phosphorus-Potential Chlorophyll-a Concentration {mg/mB}
Nutrient-Potential Chlorophyll—a Concentration (mgim3}
Calibration Factor for Chlorophyll-a {gegment-specific)
Calibration Factor for Dispersion (segment-specific)
Calibration Factor for N Decay Rate {sepment-specific)
Calibration Factor for Oxygen Depletion (segment-specific)
Calibration Factor for P Decay Rate {segment-specific)
Calibration Factor for Secchi Depth (segment-specific)
Dispersion Rate (kmzlyr}

Numeric Dispersion Rate (kmzfyr)

Diffusive Exchange Rate between Adjacent Segments {hmgfyr}
Summer Flushing Rate = (Inflow-Evaporation)/Volume {yrwl}
Tributary Inorgacic N Load/Tributary Total N Load
Tributary Ortho-P Load/Tributary Total P Load

Dispersion Calibration Factor (applied to all segments)
¥inetic Factor Used in Chlorophyll-a Modsl

Near-Dam Hypolimnetic Oxygen Depletion Rate {mgfmﬁwday)
Segment Length (km)

Hear-Dam Metalimnetic Oxygen Depletion Rate {mgimgwday)

{Continued)
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Table IV-1 (Concluded)

N = Total Nitrogen Concentration (mg/m3)

Ni = Inflow Total N Concentration (mg/m3)

Nin = Inflow Inorganic N Concentration (mg/m3)

Nia = Inflow Available N Concentration (mg/mS)

Ninorg = Inorganic Nitrogen Concentration (mg/ms)

Norg = Organic Nitrogen Concentration (mg/m3)

P = Total Phosphorus Concentration (mg/ms)

Pi = Inflow Total P Concentration (mg/m3)

Pio = Inflow Ortho-P Concentration (mg/m3)

Pia = Inflow Available P Concentration (mg/mB)

Portho = Ortho-Phosphorus Concentration (mglm3)

PC-1 = First Principal Component of Response Measurements
PC-2 = Second Principal Component of Response Measurements
Q = Segment Total Outflow (hm3/yr)

Qs = Surface Overflow Rate (m/yr)

S = Secchi Depth (m)

T = Hydraulic Residence Time (years)
U = Mean Advective Velocity (km/yr)
\ = Total Volume (hm3)

W = Mean Segment Width (km)

Wp = Total Phosphorus Loading (kg/yr)

Wwn = Total Nitrogen Loading (kg/yr)

Xpn = Composite Nutrient Concentration (mg/mB)

Z = Mean Total Depth (m)

Zx = Maximum Total Depth (m)

Zh = Mean Hypolimnetic Depth of Entire Reservoir (m)
Zmix = Mean Depth of Mixed Layer (m)

iv-6



Table IV-2
BATHTUB Model Options

OPTION 1 - Conservative Substance Balance

Model 0: Do Hot Compute {Set Predicted = Observed)
Model 1: Compute Mass Balances

OPTION 2 — Phosphorus Sedimentation
Unic P Sedimentarion Rate (mg!mawyr} = P Al PA2
Seolution for Mixed Segment:
Second-Order (A2 = 2} 0.5
Po=l=1+(l+4CPALPLTY " ]/{2CPALT
First-Order (42 = 1}
o= PL/{1 + CP Al T)

HModel Al AZ

4 -~ Do Bot Compute (Set Predicted
= Obgervead) - -
1 - Second-Drder, Available P 0.17 gs/(Qs + 13.3) 2

Qs = MAX(Z/T,4)

Inflow Available P = .33 P1 + 1,93 Pilo

2 =~ Second~Order Decay Rate Functiom 0,656 Fotnist
(Qs + 13.3)
3 - Second-Order 0,10 2
0.59
4 - Canfield and Bachman (1981} 0.11 (Wp/V) 1
5 -~ Vollenwelder (1976} 7703 1
6 = Simple Filrsi~Order 1 1
7 = First-Order Settling 1/z2 1
{(Continued)

Hote: For purpeoses of computing effective rate coefficients (A1), Qs,
Wp, Fot, T, and V are evaluated separately for each segment group
based upon external loadings and segment hydraulies.

{Eheet 1 of B)
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Tahle Iv-2 (Continued)

Madel Al 42
OPTION 3 ~ Nitrogen Sedimentation

Tnit N Sedimentation Rate (mg/m3wyr} = {N Bl NBZ

Selutions for Mixed Segment:

Second-Order (B2 = 2}:
N=f-l+(l+scenatni mPCQ avBr D

First-Order {B2 = 1}:

B = Ni/{l + CN Bl T}

Model Bl B2
3 - Do Not Compute {(Set Predicted . -
= (Obhserved
1 ~ Second-Order, Available N 0.0045 Qs/(Qs + 7.2) 2

Qs = Maxlmum {(Z2/T7,4)

Inflow Available N = 0,59 Ni + 6.70 Nin

2 - Second-Order Decay Rate Functien 0.0035 Fin_G'EQQs/ J

(Ge + 17.3)

{(Continued)

Notes: For purposes of computing effective rate coefficients (Bl), Qs,
Wn, Fin, ¥, and V are evaluated sgeparately for each segment
group based upon external leoadings and segment hydraulies.

Hitrogen Model 1 differs slightly from that developed In Walker
{1585). The coefficients have been adjusted so that predictions
will be unbiased if inflow iInorganic nitrogen data are not
avallable {dnflow avallable N = inflow total N). These adjust—
ments have negligiblie influence on model error statistics.

{(Sheet 2 of 53
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Table IV-2 (Continued)

Model Bl B2
Qs = Maximum (Z/T,4)
Fin = Tributary Inorganic N/Total N Load
3 - Second-Order 0.00315 2
4 - Bachman (1980)/Volumetric Load 0.0159 (Wn/V)O'59 1
5 - Bachman (1980)/Flushing Rate 0.693 T 037 1
6 - Simple First-Order 1 _ 1
7 — First-Order Settling 1/z 1
OPTION 4 - Mean Chlorophyll-a Applicability
Model O: Do Net Compute
Model 1: N, P, Light, Flushing Rate General

Model

Model

Model

Xpn = [P72 + ((N-150)/12)"2]

1.33

Bx = Xpn /4
Zmix (0.14 + 0.0039 Fs)
B = CB Bx/[(1 + 0.025 Bx G) (1 + Ga)]
2: P, Light, Flushing Rate

G

Bp =

o~ W oW O

1,37
P

.31

/4.88

-2

Zmix (0,19 + 0.0042 Fs)
CB Bp/[(L + 0.025 Bp G) (1 + Ga)]
P, N, Low-Turbidity

CB 0.2 Xpn
P, Linear
CB 0.28 P

1.25

-0.5

(Continued)

IvV-9

Ninorg/Portho > 7
(N-150)/P > 12

a < 0.4 1/m
Fs < 25 1l/yr

a<0.9 l/m
Ninorg/Portho > 7
(N-150)/p > 12

Fs < 25 1l/yr

(Sheet 3 of 5)



Table IV-2 (Continued)

Model 5: Jones and Bachman (1976) A<0.4 1/m
B = CB 0.081 pl-46 Ninorg/Portho > 7
(N-150) /P > 12
Fs < 25 1l/yr
OPTION 5: Secchi Depth Applicability
Model 0: Do Not Compute
Model 1: Secchi vs. Chl-a and Turbidity General
S =CS/(a + 0.025 B)
Model 2: Secchi vs. Composite Nutrient General
$ =Cs 16.2 Xpn_0'79
Model 3: Secchi vs, Total P Ninorg/Portho > 7
s = cs 17.8 p 076
OPTION 6: Exchange Flows Between Adjacent Model Segments
Model 0: Do Not Compute
E = 0.
Model 1: Fischer et al. (1979) Dispersion Equation, Walker (1985)
Width W = As/L
Cross-Section Ac =W 2
Velocity = Q/Ac
2 -0.84
Dispersion = CD FD 100 W~ Z Maximum (U, 1)

Numeric Dispersion Dn = U L/2

Exchange

(Continued)

Iv-10

E = MAX(D-Dn, 0) Ac/L
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Table IV-2 {Concluded)

Model 2: TFixed Dispersion Rate
Same as Model 1, except with fixed dispersion rate of 1,000 kmziyr
D o= 1,000 (0 FD

Model 3: Input Ezchange Rates Directly
E = CDr FD

Kote: For all optioms, E = {). always for last (near-dam) segment and
for segments discharging out of network (cutflow segment number =
Q}w
OPTION 7: Fhosphorus Calibration HMethod
Model 1: Multiply Estimated Decay Rates by Calibration Factors
Model 2: Multiply Estimated Concentrations by Calibration Factors
OPTION 8: HNitrogen Calibration Hethod
Model 1: Fultiply Estimated Decay Rates by Calibration Factors
Model 2: Multiply Estimated Concentrations by Calibratioen Factors
OPTIOH 9: Error Analysis
Model €: Do Hot Compute, Set Cutput Coefficients of Variation to 0.

Madel 1: Compute Using Input Data Brror and Model Errer Terms
Model 2; Compute Using Input Data Error Terms Only

{Sheet 5 of 5)
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Z1-AT

Table IV-3
Guidance for Selecting Model Optlons

Model Options Availsbilicy Factors
Conzarv. Secchi  Phosphorus Nitrogen
Application Condition Substance P N Chla Depth Total Orthe Total Inorg.
General case Typical cases
Sedimentation Model 1 0 1 1 1 I 0.33 1.93  U0.59 0.79
Sedimentation Model 2 0 2 2 1 1 1.00 0.00 1.00 0.00
Test other sedimentation - J-5% 3-5% - - 1,00 0,00 1.00 0.00
models
Conservative tracer 1 - - - - - ~ - -
data
Loading No nutrient loading data - O 0 - - - - - -
No ortho~P loading data - i# - - - 1.00 .00 - =
No inorganic N loading - - 1% - - - - 1.00 Q.00
data
Hydrology Outside data set range®¥ - i% L% - - 0.33 1,93 0.5% 0.79
- 2% 2% - - 1.60 0 1.00 a
{Conrinued)

* Calibrate,
#k QS < 4mfyr, T > 2 yr, ox Z » 30 m,



£1-Al

Table I¥V-3 (Concluded)

Model Options

Avallability Factors

Conserv, Secchi  Phosphorus Nitrogen
Avplicarion Condlcion Substance P ¥  Chia Depth Total Orthe Total Inorg,
Nitrogen No nitrogen leading
limitaticon data - nitrogen not
limiting - - Q 4 1 - - - -
No pool nitrogen data -
nitrogen not limiting - - - 2 1 - - - -
Turbidity Turbidity data qualita-
tive
Nitrogen possibly
limiting - - - Gk 2% ~ - - -
Nitrogen net limiting - - - 4,5% 4% - - - -

* (alibrate.



Table IV-4

Nutrient Partitioning, Principal Components, and Oxygen Depletion Models

Organic Nitrogen:

Norg = 157 4+ 22.8 B + 753.3 a

Particulate Phosphorus (Total P ~ Ortho-P):
P -~ Portho = -4,1 + 1,78B 4+ 23.7a {(minimum = 1.)

Hypolimnetie Oxygen Depletion Rate (Near-Dam)}: (for Zh > 2 m)
HODw = 240 CO BZ'Sth
Matalimnetlc Oxygen Depletion Rate (Near-Dam}:
MOD, = 0.4 HOD zo ' "
Principal Components:
With chla~a, Secchi, nutrient, and organlic nitrogen data:
PC-1 = 0,554 log (B} + 0.359 log (Horg) + 0.383 log (Xpun}
~ 0,474 log (8)
PC~2 = 0.689 log (B) + 0.162 log (Norg) - 0.205 log (Xpn)
+ 8,676 log (8)

With chl-z and Secchi data only:
PC~1 = 1,47 + 0.949 log (B) - 0,932 log (5)
PC~2 = 0,13 + 0.673 log (B) + 0.779 log (8)

IV-14



Table IV-5

Error Statistics for Model Network Applied to Spatially

Averaged CE Reservoir Data

Variable

Total phosphorus
Total nitrogen

Chlorophyll-a

Secchi depth

Organlc niltrogen

Total P - Ortho-P

Hypolimnetic oxygen
depletion

Metalimnetic oxygen
depletion

Error CV 2%
Total* Model®* R
0.27 0.45%t 0.91
0.22 0.5571 0,88
0.35 0.26 0,79
0.47 0.37 -
0.28 g.10 0.89
0.29 0.19 -
0.25 0,12 0.75
0.37 0.15 0.87
0.20 0,15 0.90
0.33 0,22 0.76

Comment

Models 1, 2
Models 1, 2

Models 1, 2
Models 3-6

Model 1
Model 2

NOTE: Error statilstics for CE model development data set (n

*# Total = total error (model + data componentsg)

%% Mpdel = Estimated Model Error Component.

t R° = percent of observed variance explained.
P
tf Model error CV applied to nutrient sedimentation rates (versus

concentrations),

$ Volumetric oxygen depletion (n = 16},

IV-135
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Table IV-6

Diagnostic Varlables and Thelr Interpretation

Yariable

TOTAL P

TOTAL N

{.NUTRIENT

CHL~A

SECCHT

ORGARNIC W

Units

Explanation

mg}mg

mgim3

mg!m3

mg!ma

mg}ms

Total phesphorus concentration

CE distribution (MEAN = 48, TV = .90, MIN = 9.9,
MAX = 2743

Heasure of nutrient supply under P-limited
condirions

Total nitrogen concentration

CE distribution (MEAN = 1002, OV = .64, HIN =
243, MAX = 43086}

Measure of nutrient supply under N-limited
conditions

Composite nutrient concentration

CE distribution (MEAN = 36, OV = .80, MIN = 6.6,
MAX = 142}

Measure of nutrient supply Independent of W vs, P
limitation; equals total P at high nitrogen/
phosphorus ratiocs

Mean chiorophyll-a concentration

CE distribution (MEAN = 9.4, CV = (0,77, MIN = 2,
MAX = &4)

Meagure of algal standing crop based upon photo-
synthetic plgment

Secchi depth

CE distribution (MEAN = 1,1, CV = 0.76, MIH =
0,19, MAX = 4.6)

Measure of water transparency as Influenced by
algae and nonalgal turbidicy

Organlc nitrogen concentration

CE distribucion (MEAN = 474, CV = 0.51,
MIN = 186, MAY = 1510)

Pertion of nitrogen pool in organic forms; gen—
erally correlated with chlorvophylli-a
cencentration

{Continued)}

Notes: CF distribution based upon 4] reservoirs used in development and
testing of the model network (MEAN, OV = geometric mean and
goefficient of varlation). Low and high values are typical
benchmarks for interpretation.

{Sheet 1 of 5)
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Table 1¥-6 {Continued)

Variable Units Explanation
TP-ORTHO-P mgfmg Total minus ortho-phosphorus
CE distribution (MEAN = 30, CV = 0,95, MIN = 4,
Ma¥ = 1483

Portion of phosphorus pool in organic/particulate
formsg; correlated with chlorophyll-a and
nonalgal turbidity

HOD=-V mgfm3-day Hypolimnetic oxvgen depletion rate
CE diseribution (MEAN = 77, CV = 0,75, MIN = 38,
MAX = 443)

Rate of oxvgen depletlon below thermoclines
related to organic supply from ssttling of
surface~layer algae, external organic gediment
loads, and mean hypolimnetic depth

For HOD-V » 100, hypolimmetic oxmygen supply
depleted within 120 days after onset of

stratification
MOD-Y mg!m3wday Metalimpetic oxygen depletion rate
CE distribution (MEAN = 68, CV = 0.71, MIN = 25,
MAY = 286}

Rate of oxvgen depletlon within thermocline;
generally more Jmpovtant than HOD-V in deeper
reservolrs (l.e.; mean hypolimnetic depth

»>20 m)
ANTILOG e Firat principal component of reservoly response
PC~1 variables{i.e., chlorophyll-a, Secchi,

crganic K, composite nutrient)
CE distribution (MEAN = 245, CV = 1,3, MIN = 18,
MAY = 2,461
Measure of nutrient supply:
Low: PC~1 < 50 = low nubrient supply
= low eutrophication
potential
High: PC-1 > 300 = high nutrient supply
= high eutrephication
potential

(Continued)

{Sheet 2 of &)
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Table 1¥-6 (Continued)

Variable

Units

Explanation

ANTILOG
PC~2

{(N-150) /P

IHORGANIC
H/¥ Ratio

TURBIDITY

/m

Second principal component of reservoir response
varlables {i.e.,, chloropbyll-a, Secchi, ‘
organic W, compesite nutrlent)
CE distribution (MEAW = 6,4, CV = 0,53,
MIN = 1.6, MAX = [3.4)
Measure of nutrient ewpression in organic va,
inorganic forms
Measure of Ilight-~limited productivity:
Low: PC~2 < 4 = rurbidiry-dominated
= light~limited
= low nutrient response
algae~dominated
= light unimportant
= high nutrient response

¥

Wigh: PC-2 > 10

{Total nitrogen - 150)/Total phosphorus ratio
CE Distribution (MEAN = 17, OV = 0,68, MIN = 4.7,
MAX = 73)
Indicator of limiting nutvients based upon total
nutrients:
Low: (H-1303/2 < 10-12 = nitrogen-limited
High: (H-150}/F > 12-15 phospherug-Limited

Inorganic nitrogen/ortho-phesphorus ratio
CE disrtribution (MEAR = 30, CV = (3,99, MIN = 1.6,
MAX = 127)
Indicator of limitlag notrient based upon inor—
ganic nutrients:
Tow: N/P < 7-10 = nitrogen—limited
High: N/P > 7-10 = phosphorus—limited

Honalgal turbidiey (1/S5ECCBI - 0.025 x CHL-4)
CE distribution MEAN = 0,61, CV = 0,88,
MIN = (0,13, MAX = 3.2)
Inverse Secchi corrected for light extinctilon by
chiorophylli-a
Reflects color and inorganic suspended solids

(Continued)
{Sheet 3 of 5)

Ty-138



Table 1IV-6 (Continued)

Variable Units Explanation

Influences algal response to nutrients:

Low: Turbidity < 0.4 = low turbidity
allochthonous particu-
lates unimportant

= high algal response to
nutrients
High: Turbidity > 1 = high turbidity
allochthonous particu-
lates unimportant
= low algal response to

nutrients
ZMIX * Mixed-layer depth x turbidity (dimensionless)
TURBIDITY CE distribution (MEAN = 3.2, CV = 0.78,

MIN = 1.0, MAX = 17)
Effect of turbidity on mean light intensity in
mixed layer:
Low: Value < 3 = light availability high
turbidity unimportant
= high algal response to
nutrients
High: Value > 6 = light availability low
turbidity important
= low algal response to
nutrients

f

ZMIX/SECCHI Mixed-layer depth/Secchi depth (dimensionless)
CE distribution (MEAN = 4.8, CV = 0.58,
MIN = 1,5, MAX = 19)
Inversely proportional to mean light intensity
in mixed layer for a given surface light
intensity:
Low: Value < 3 = light availability high
= high algal response to
nutrients
High: Value > 6 = light avallability low
= low algal response to
nutrients

(Continued)

(Sheet 4 of 5)
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Table IV-6 {Concluded)

Variable Units Explanation
CHL-A * Chlorophyll-a X transparency (mgfmz}
SECCHT CE distribution (MEAN = 10, ¢V = 0.71,

MIN = 1.8, MAYX = 31)

Partitioning of light extinction between algas
and turbidity

Measure of light-limited productivity

Correlated with PC-2 (sscond principal
component}:
Low: Value < 6

#

turbidity-~dominated
lighe-ldmited
low nutrient response
High: Value » 16 = algae-dominated

= nutrient-limited

= high nutrient response

i

#

CHL-A/ e Mean chlorophyll-a/total P
TOTAL ¥ CE distributlon (MEAN = 0,20, CV = 0,64,
MIN = 0,04, MAY = {.60)
Measure of algal use of phosphorus supply
Related to nltrogen-limited and light-limitation
factors:
Low: Value < §,13 = low phosphorug response
= ¥, light, or flushing
limited
High: Value > 0,40 = high phosphorus rssponse
wm N, light, and flushing
unimportant
= P limited {e.g., northern
lakes)

{Sheet 5 of 5)
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components, oxygen depletion rates). Error statistics for applications of the
network to predict spatially averaged conditions are summarized in Table IV-5.
The following sections review fundamentzl concepts, including segmenta~
tion, mass balances, nutrient sedimentation models, nutrient regidence time
and turnover, solution algorithms, and eutrophication response models., The
development and testing of the network equations are described slsevhere

{Walker 1985} and should be reviewed prior to using the program.

Segmentaticn

Through appropriate configuration of model segments, BATHTUB can be
applied to a wide range of reserveoir morphometriss and management problems.
Figure IV-3 depicts segmentatlon schemes in six general categories:

a. Sinple reservolr, spatially averaged.

B. Single reservoilr, segmented.

&. Partisl reservolr or smbayoment, segmented.

d. Single reservoir, spatially sveraged, multiple scenario.

. Collection of reservoirs, spatlally averaged.

. HNetwork of reservolrs, spatially averaged

Segments can be modeled independently or linked in a network. Hultiple
external sources and/or withdrawals can be specified for each segment. With
certain limitations, combinations of the above schemes are alsoc possible,
Characteristics and applications of each segmentation scheme are discussed
below.

Scheme 1 (Figure IV-3) is the simplest configuration. It is applicable
to reservoirs in which gpatial wariations in nutrient concentrations and
related trophic state Indicators are relatively unimportant. It can also be
applied to predici area-weighted mean conditions in reservoirs with signifi~
cant spatial variations., This is the simplest type of application, primarily
because tranasport characteristics within the reservoir {particularly, loangi-
tudinal digpersion) are not considered. The development of submodels for
mutrient sedimentation and eutrophicatlion response has been based primarily
upon application of this segmentation scheme to spatially averaged data from
41 CE reserveoirs (Walker 1%85}.

Scheme 2 dnvolves dividing the reservolr into a nerwork of segments for

predicting spatial vardlations dao water quality. Nutrient profiles are
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SCHEME 1 SCHEME 2.

. SINGLE RESERVOIR, SEGMENTED
SINGLE RESERVOIR, SPATIALLY AVERAGED

~{ -

SUHEME 3 SUHEME 4

t SERVOIR, SPATIALLY AVERAGED,
PARTIAL RESERVOIR OR EMBAYMENT, SEGMENTED SINGLE RESERVOIR, SPATIALLY AVERAGED

W MULTIPLE LOADING REGIES
~{ -
~{ 1
~{ =

BCHEME & SCHEME 8.

COLLECTION OF RESERVOIRE, SPATIALLY AVERAGED NETWORK OF RESERVOIRS, SPATIALLY AYERAGED

~{ -

~{ I
-

Figure IV-3, BATHTUB segmentation schemes

predicted based upon simulations of advective transport, diffusive tramsport,
and nutrient sedimentation. Reversed arrows in Figure IV-3 refliect simulation
of lopgitudinal dispersion. 3Branches in the segmentation scheme veflect major
tributary arms or embayments. Multiple and higher order branches are also
permitted. Segment boundaries can be defined based upon consideration of the
foliowing:

&. Resexrvolr morphometry.

jo

Locations of major inflows and nutrient sources.
. Observed spatial variations in water qualiry.

Lovations of critical reservoir use areas.

fon Lo

e. RBumeric dispersion potential (calculated by the program).
If pool monitoring data are availsble, spatial displays genevated by
PROFILE can be useful for identifving appropriate model segmentation. 4

degree of subjective judgment is normally involved in specifying segnent

1Y-22



boundaries, and sensitivity to alternative segmentation schemes should be
investigated. Sensitivity to assumed segmentation should be low if longitudi-
nal trapsport characteristics ave adequately represented. Experience with the
program indicates that segment lengths on the order of 5 to 20 km are gen-
erally appropriate. Segmentation should be done conservatively (i.e., use the
minimum number rveguired for each application),

Scheme 3 illustrates the use of BATHTUB for modeling partial reservolrs
or embayments. This ig similar to Scheme 2, aexcept the entire reservoir is
not being simulated and the downstream water quality boundary condition is
fixed. Diffusive exchange with the downstream water body is represented by
the bidirectional arrows attached to the last {mest downstream) segment,

Bcheme 4 involves modeling multiple leoading scenarios for a single res—
ervolr in a spatlally averaged mode. Each "segment” represents the same res~—
ervoir, but under a different “condition,” as defined by external nutrient
Joading, regerveir morphometry, ox other input variables. Thils scheme is use-
ful primarily in a predictive mode for evaluation and rapld comparison of
alternative management plans or loading scenarios. For example, Seguent 1
might reflect existing conditions, Segment 2 might reflect projectaed futuze
Ioadings as a result of land development, and Segment 3 might reflect pro-
jected future loadings with specific control options. By defining segments to
reflect a wide rvange of loading conditions, loadings consistent with specific
water quality objectives {exupressed in terms of mean phosphorus concentration,
chlorephyll-a, and/or transparency) can be identified.

Scheme 5 involves modeling a collection of reservoirs in a spavially
averaged mode, Each segmen? represents a different reservoir. This is useful
for regional assessments of reservelr conditions {i.e., rankings} and evalu-
ations of model performance. Using this scheme, & single file can be set up
to include input conditdions (water and nutrient loadings, morphometyy, etc.)
and chserved water quality conditions for each reserveir im a given regilon
{e.g., CE District or Division).

Scheme & represents a network of reservoirs in which flow and nutrients
can be routed from one impoundment t¢ ancthar. Each reservoir is modeled in a
gpatially averaged wmode. For example, thia scheme could be used to represent
a network of tributary and main stem ilmpoundments. This type of application
is feasible in theory but has been less extensively tested than those

described above. One limitation is that nutrient losses in streams linking



the reservolrs are not directly represented. Such losses may be lwmportant in
some avstems, depending upon such factors as stream segment length and time of
travel. In practice, losses In trangport could be approximately handled by
defining "stream segments,” provided that field data are availshble for cali-
bration of sedimentation ceoefficients (particularly in the case of nitrogen),
Networking of reservolirs is most reliable for mass balances formulated on a
seagsonal basis and for reservoirs that are unstratified or have surface
putiets.

As illustrated In Figure IV-3, a high degree of flexibility is available
for specifyving model segments. Combinations of schemes are also possible
within one imput file, While each sepgment is modeled as vertically mixed,
BATHTUB is applicable to stratified systems because the formulations have been
emplirically calibrated to dats from 2 wide variety of reservoir types, includ-
ing well-mixed and vertically stratlified systems. Effects of vertical varia-

tiong are incorporvated in the model parameter estimates and error terms.

Mags Balances

The mass balance concept is fundamental to reseyrvoilr eutrophication
modeldng. BATHTUB formulates water and nutrient balances by estsblishing a

control volume around each segment and evaluating the following terms:

INFLOWS = OUTFLOWS + INCREASE~IN~STORAGE 4+  RET LOSS
{External} {Discharge)
{Advective) {Advective)
{Diffusive} (Diffugive)

{Atmospheric) {Evaporation)
The external, atmospheric, discharge, evaporation, and Increase-in-storage
terms are calculated divectly from informarion provided in the input file.
The remaining are discussed below.

Advective terms reflect net discharge from one segment into another and
are derived from water balance calculations. Diffusive transport terms are
applicable only to problems involving simulation of spatial variations within
reservoirs., They reflect eddy diffusion (as driven by random currents and
wind mizing) and are represented by bulk exchange flows between adjacent seg-~
ment pairs. Chapra and Reckhow {1983) present examples of lake/embayment

nodels which consider diffusive tramsport.
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As outlined in Table IV-2Z, three methods are avallsble for estimating
diffusive trangport rates. Each leads to the caleculation of bulk exchange
flows which occur in both directions at each segment interface. Dispersion
coafficients, caleculated from the Fischer ot al. {1979) equation {Model 1} or
from a fized longitudinal dispersion coefficient (Model 2), are adjusted to
account for effects of numeric dispersion {Martificial™ dispersion or mixing
which is a comnsequence of model segmentation), Model 3 can be uzed for direct
input of bulk exchange flows,

Degpite lts calibration fo viver systems, the applicabllity of the
Fischer et al. equation for estimating longitudinal dispersion rates in reser~
voirs has been demonstrated previously (Walker 1985). For a gilven segment
width, mean depth, and outflow, numeric dispersion is propertional to segment
length. By selecting segment lengths to keep numeric dispersion rates less
rhan the estimated values, the sffects of numerisc dispersion on the calcula-
tions can be approximately controlled. Based upon Fischer's dispersion egua-
tion, the numeric dispersion rate will he lesg than the caleculated dispersion
rate if the following conditlon holds:

L < 200wlz 084

where

L

i

gegment length, km

W = mean top width = surface area/length, ku

Z = mean depth, m
The above equatilon can be applied to reservolr-average conditions in order to
gstimate an upper bound for the appropriate segment length. In mest cases,
simulated nutrient profiles are relatively insensitive to longitudinal dis-
version vates. Fine-tuning of exchange flows can be achieved via the use of
segment-gpacific calibravion factors. ‘

While, in theory, the increase-in-storsge term should reflect both
changes in pool volume and concentration, only the wolume change is considered
in mass balance calculations, and concentrations are ggsumed to be at steady
gtate. The Increase-in-storage term is used primarily in verifying the over-
all water balance. Fredictions are more reliable under steady pool levels or

when changes in pool volume are smaell In relation to total inflow and outflow.
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Nutrient Sedimentation Models

For a water balance or comsarvative substance balance, the net sedimenw-
tation term is zero. Nutrient retention submedels are used to estimate net
sedimentation of phosphorus or nitrogen in each segment according to the equa-
tiong specified in Table IV-2Z. Based upon research results, a second-order
decay model is the most generally applicable formulation for representing

phosphorus and nitrogen sedimentaticn in reservoirs:

where

fl

s . 3
. nutrient sedimentation rate, mg/m -yr

K, = effective second-order decay rate, mB/mg—yr
C = pool nutrilent concentration, mg/m3

Other opticns are provided for users interested in testing alternative models
{see Table IV-2)., The model error coefficients used by the program, however,
have been estimated from the model development data set using the second-order
sedimentation formulationms. Accordingly, ervor analvsis results (predicted
coefficients of variation} will be dinvalid for other formulations (i.e., model
codes 3 through 7 for phosphorus or nitrogen).

Effective second-order sedimentation ccoefficients are on the order of
0.1 m3/mgﬂyr for total phosphorus and (¢.0032 m3/mg~yr for total nitrogen, as
specified under "Model 3" in Table IV-2., With these coefficients, nutrient
sedimentation models explain 83 and 84 percent of the between-reservolr vari-
ance in average phosphorus and nitrogen concentrations, respectlvely. Resid-
vals from these models are systematically related to inflow nutrient
partitioning {(dissolved versus particulate or inorganiec versus organic) and to
surface overflow rate over the data set range of 4 to 1,000 m/yr. Effective
rate coefficients tend to be lower in systems with high ortho-P/total P {(and
high inorganic N/total N) loading ratios or with low overflow rates {4 to
10 m/vyr). Refinements to the second-order formulations (Models 1 and 2) are
designed to account for these dependencies (Walker 1685).

As dndicated in Table IV-Z, Sedimentation Models 1 and 2 use different
schemes to account for effects of inflow nutrient partitioning. In the case

of phosphorus, Model 1 performs mass balance calculations on "available P,” a
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weighted sum of ortho-P and noncrtho-P which places a heavier emphasis on the
ortho~P {more biclogically avallable) component. Model 2 uses total phospho-~
rits concentrations but represents the effective sedimentation rate as
inversely related to the tributary ortho-F/ total P ratio, so that predicted
sedimentation rates are higher in systems dominated by nonorxtho {particulate
or organic} P loadings and lower din systems dominated by orthe-P or dissolved
P leoadings. The nitrogen models are structured similarly, although nicrogen
balances are much less sengitive to Inflow nutrient partitioning than are
vhosphorus balances, prokably because inflew nitrogen tends to be less
strongly assoclated with suspended sediments.

Thus, Model 1 accounts for inflow nutrient partitioning by adjusting the
inflow ceoncentrations and Model 2 accounts for Inflow nutrient partitioning by
adjusting the effective sedimentation rate coefficient. While Model 7 seenms
physically reasonable, Model I has advantages in reservoirs with complex load-
ing patterns because a fixed sedimentarion coefficient can be used and effects
of inflow partitioning are incorporatsad prior to the mass balance calcula—
tionsg. Because existing data sets do not permit "global® discrimination
between these two approaches, each method should be tested for applicability
to a particular case. In most situations, predictions will be relatively
insensitive to the particular sedimentation model emploved, sspecially if the
ortho-P/total P loading ratio is in a moderate vange (roughly 0.25 to 0.50),
Additional model application experiences suggest that Method 7 may have an
adge over Model 1 in systems with relatively long bydraulic residence times
(roughly, exceeding 1 vear}, although further testing is needed. Because the
coefficients are concentration or load dependent and because the models do not
predict nutrient partitioning in reservoir ocutflows, Sedimentation Models 2
and 4 cannct be applied to simulations of reservoir networks (Schesme & In Fig-
ure IV-33,

Based upon error analysis calculations, the models discussed above pro-
vide estimates of second-crder sedimentsation coefficients which are generally
accurate to within a factor of 2 for phosphorus and a factor of 3 for nitro-
gen, In many applications. especially reservoirs with low hvdraulic residence
times, this level of accuracy 1s adequate because the nutrient balances are
dominated by other terms (especially, inflow and cutflow). In applications to
existing reservoirs, sedimentation coefficients estimated from the above

models can be adiusted within certain ranges {roughly a factor of Z for P,

W27



factor of 3 for N) te improve agreement between obgerved and predicted nutri~
ent concentrations. Such "tuning” of sedimentation coefficients should be
approached cautiously because differences between cobserved and predicted
nutrient levels may be attributed to factors other than errers in the esti-
mated sedimentation rates, particularly If external loadings and pool concen—
trations are not at steady state.

Figure IV-4 shows the relationship between hydraullc residence time and
mean depth in the reservolrs used in model development, Predictions of nuiri-
ent sedimentation rates are less reliable in reservoirs lying outside the data
set range. This applies primarily to reserveoirs with residence times exceed-
ing 2 years, mean depths greater than 30 m, or overflow rates less than
4 mfvear, Tests based upon independent data sets Iindicate that the sedimenta—
tion models are unbiassed under these conditlons but have higher error vari-
ances, In such situations, the modeling exercilse should include a sensitivity
analysis to medel selection and, if possible, calibration of sedimentation
coefficients to match observed concentration data, Deviations at the other
extremes (reservolrs with lower residence times or higher overflow rates than
those represented in the model developméat data set) are of less concern
becauge the sedimentation term is generally an insignificant portion of the
total nutrient budpet in such systems (l.e., predicted pocl concentrations are
highly insensitive to estimated sedimentation rate),

Because the sedimentation wmodels have been empirically calibrated,
effects of "internal loading”™ or phosphorus reecyveling from bottom sediments
are inherently reflected in the wodel parametar values and error statistiles.
Generally, Internal recycling potential is enhanced in reservolrs with the
followlng characteristics:

a, RHigh concentrations of ortho~phosphorus (or high ortho-P/total P
ratios) in nonpoint-geurce tributary drainage {indicative of natural
gediments which are phospherus-rich and have high egquilibrium phog~
phorus concentrations).

{or

Low summer surface overflow rates, typically <180 mfyr (indicative of
lew dilution potential for internal loadings generated on a mass per
unit area basils and low external sediment loadings which may promote
phosphorus sedimentation and inhibit recycling).

¢, Intermittent perdivods of stratification and anoxic conditicns at the
sediment /water Iinterface (contribute to periodic releases of soluble
phosphorus from bottom sediments and transport intoe the mixed
layer).
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d. Low iron/phosphorus ratios (typleally <3 on a mass basis) in sedi-
ment interstitial waters or anaeroblc bottom waters (permits migra-
tion of phosphorus Into aerobic zones without ironm phosphate
precipitation).

The above conditions are often found In relatively shallow pralrie regervoirs;
Leke Agshcabula {US Arwmy Engineer District, 5t. Paul) is sv example Included in
the CE reservoir data set. In such siruaticuns, ewpirical sedimentation models
will underpredict reservoir phosphorus concentrations. Depending upon the
gfficiency of the internal recyveling process, steady-state phosphorus
responses can be approximately simulated by reducing the effective sedimenta-

tion coefficient {e.g., roughly to 0. in the case of Ashtabulal.
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Nutrient Residence Time and Turnover Ratio

The "averaging period” is defined as the period of time over which water
and mass balance caleulations are performed. The selection of an appropriate
averaging peripd is an important step in applying this type of meodel to ressr-

volrs. Two variables must be congideved in this process:

NHutrient mass in reservoir, kg
External nutrient loading, kg/yr

Mass residence time, vr =

Length of averapging period, vyr
Mass residence time, vr

Turnover ratiog =

The estimates of reservoir nutrient mass and external loading correspond to
the averaging period., The turnover ratie approximates the number of times
that the nutrient mass in the reservoir is displaced during the averaging
peried. TIdeally, the turnover ratio should exceed 2,0, If the raric is too
low, then posl and outflow water quality measurements would increasingly
reflect loading conditions experienced prior to the start of the averaging
pericd, which would be especially problematical 1f there were substantisl
vear—-to-yvear variations in loadings.

At pxtremely high turnover ratios and low nutrient residence times
{e.g., less than 2 weeks), the wvariability of leoading conditicns within the
averaging period (as attributed to storm events, et¢.) would be dncreasingly
reflected in the pool and ocutflow water guality measurements. In such cases,
pool measurement variabildty may be relatively high and the blological
response (e.g., chlorophyll-a production) may not be In equilibrium with
ambient nutrient levels, particularly ilmmediately following storm events.

Figure IV-5 shows that the hedraulic residence time Is an important fac-
tor in determining phosphorus and nltrogen residence times, based upon annual
mass balances from 40 CE regerveirs used in model development, For a conserv-
ative substance, the mass and hydraulic residance times would be egqual at
steady state. The envelopes in Figure IV-5 show that the spread of nutrient
residence times increases with hydraulic residence time; this reflects the
increasing Importance of sedimentation as a component of the overall nutrient
balance., At low hydraulic residence times, there is relatively Ilittle oppor-

tunity for nutrient sedimentation, and pool nutrient concentratiens and
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residence rimes can be predicted relatively easily from inflow concentrations.
At high hydraulic residence times, predicted pool nutrient concentrations and
residence times become increasingly dependent upon the empirical formulations
uged to represent nutrient sadimentation. This behavior 1s reflected In the
sensitivity curves discussed in Fart I,

Normally, the appropriate averaging period for water and mass balance
calculations would be 1 year for reservoirs with relatively long nutrient
residence times or seasonzl {May-September) for reserveirs with relatively
short mutrient residence times. As shown in Figure IV-5, most of the reser—
volrs in the model development data set had phosphorus residence times less
than 0.2 vear, which corresponds roughly to a nutrient turnover ratio of 2 for
a 5-month seasonal averaging period. Thus, assuming that the reservoirs used
in model development are representative, seasonal balances would be appropri-
ate for most CE reservoir studies. BATHTUB calculates mass residence times
and turnover ratios using observed or predicted pool concentration data.
Results can be used to select an appropriate averaging period for each

application.

folution Algorithms

The water balances are ¢xpressed as a system of simultaneous linear
equations which are solved via matrix Inversion to estimate the advective out—
flew from sach model segment. The mass halances are expressed as a system of
simultansous nonlinesr equations which are solved iteratively via Newion's
Method {Burden, Faires, and Reynolds 1981). Total phosphorus and total
nitrogen concentrations are gubsequently input to the model network (Fig-

ure IV-2) to estimate eutrophicatlon responses In each segment.

Butrophication Response Models

Entrophicaticn response models relate observed or predicted pooel nutri-
ent levels to measures of algal productlon and related water guality condi-~
tions. Table IV-6 lists diagnostilc variables included in BATHTUBR ocutput and
guidelines for thelr interpretation. They may be categorized as follows:

a. Basic network variables.

(1) Total P, total N,
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{2} Chlorophylli-a, Secchi depth,
(3) Organic nitreogen, Total P -~ Ortho-P.
{4) Hypolimnetic and metalimoetic oxygen depletion rates.

b. Principal components of network variables: first and second princi-
pal components.

¢. Indicators of nitrogen versus phosphorus limitation
(total N-150)/total P, and dnorgemic N/P ratios.

d. Indicators of light limitation.
{1} HNonalgal turbidity, mixed depth x turbidirty.
{2) Mixed depth/Becchi depth, and chlorophyll-a * Secchi Depth,

e. Chlorophyll-a response to phosphorus: chlorophyll-a/total P.
Statilstical summaries derived from the CE model development data set provide
one frame of reference. Low and high ranges glven for specific variablas pro-
vide approximate bases for assessing controlling processes and factors,
including growth limitation by light, wltvogen, and phosphorus.

The ranges of conditions under which the empirical models have been
developed should be considered in each applicatlon. Figure TV-6 depicts rela-
tionships among three key variables determining eutrophlcation responses
{total phosphorus, total nitrogen, and nonalgal turbidity) in the CE model
development data set. Figure IV-Y depicts relationships among phosphorus,
chlerophyll-a, and transparency. Flotting data from a glven application on
each of these figures perﬁits comparative assessment of reservolr conditions
and evaluations of model applicability. If reservoir data f£all ocutside the
clusters in Figure IV-5, IV-6, or IV-7, potential model errors are greater
than {indicated by the statigtics in Table IV-5,

The prediction of mean chlorophyll-a from observed or predicted nutrient
concentrations can be based on one of the five models listed in Table IV-2,
This is a critical step In the modeling process. Error analyses Indicate that
it is generally more difficult to predict chlorophvll-a from nutrient concen-
trations and other contrelling facters than to predict nutrient concentrations
from external loadings and morphometry. Chlorophyll-a models can be described

accerding to limiting factors:
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Model Limiting Factors

1 P, N, light, flushing
2 P, light, flushing

3 P, N

& P, linear

5 F, exponential

Approximate applicability constraints are given in Table IV-2, "Northern
lake™ eutrophication models are based upen phosphorus/chlorophyll regressions
{similar to Models 4 and 5), Research sbiectives (Walker 1985) have been to
define the approxzimate ranges of copditions under which simple phosphorus/
chlorophyll relatrionships are appropriate and to develop more elaborate wodels
{Models 1-3) which explicitly account for additional controlling factors
{nitrogen, light, flushing rate).

While wodel refinements have been successful in reducing the error vari-
ance associared with simple phosphorus/chlorophyll relationships by approxi-
mately 58 percent, a "penaley" is paid in terms of fIncreased dara requirements
(e.g., nonalgal turbidity, mixed-layer depths, nitvrogen, and flushing rate).
For existing reservolrs, these additional data requirements can be satisfled
from pool monitoring and nutrient loading Information, Otherwilse, estinates
must be based upon subjective estimates, independent hydrodynamic wmodals,
and/or regional data from gimilar reservoirs. Empirical models for developing
independent estimates of turbidity, mixed-layer depth, and mean hypolimnetic
depth are summarized in Table [V-/, These should be used only in the absence
of gsite-gpecific measurements,

Since wechanistle models for predicting nonalgal turbidity levels as a
function of deterministic factors {e.g., suspended solids loadings and the
sedimentation process) have not been developed, it is possible to predict
chiorophyll-a responses to changes in nutrient loading in light-limitred reser-—
voirs only under stable turbidity conditions. Projections of chlorophyll-a
concentrations should dnclude s mensitivity analysis over a reasonable range
of turbidity levels.

Model calibrarion and testing bhave been based primarily upen data sets
describing reservolr-average conditlions (Walkex 1985). Of the above optiocns,
Model 4 (linear phosphorus/chlorephyll-a relationship) has been most axten~

gively tested for use in predicting spatial variations within reservoirs. The
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Table IV-7

Equations for Estimating Nonalgal Turbidity, Mixed Depth, and

Hypolimnetic Depths in Absence of Direct Measurements

Nonalgal turbidity
Based upon measured chlorophyll-a and Secchi depth:

a=1/8 - 0,025 B (minimum value = 0.08 1/m)
where

s = Secchi depth, m

B = chlorophyll-a, mg/m3

Multivariate turbidity model:

log (a) = 0.23 - 0.28 log (Z) + 0.20 log (FS) + 0.36 log (P)
- 0.027 LAT + 0.35 du (R® = 0.75, SE* = 0.037)
where
LAT = dam latitude, deg N

du = regional dummy variable, (1 for USAE Divisions North
Pacific, South Pacific, Missourli River, and Southwest
{except USAE District, Little Rock) and USAE District,
Vicksburg, and 0 for other locations)

summer flushing rate (yr_l) or 0.2, whichever is
greater

]
]

Z = mean total depth, m

total phosphorus concentration, mg/m3

1

Mean depth of mixed layer (entire reservolr, for Z < 40 m):

log (Zmix) = -0.06 + 1.36 log (Z) - 0.47 [log (z)]% (R® = 0.93,

SEZ = 0.0026)

Mean depth of hypolimnion (entire reservoir):

log (Zh) = —0.58 + 0.57 log (Zx) + 0.50 log (Z) (R> = 0.85,

SE2 = 0,0076)
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chlorophyll/phosphorus ratio iIs systematically related to measures of light
limitation, including the)chlorophyilw& and transparency product, and the
product of mixed-laver depth and turbidity. If nitrogen iz not limircing, then
tight-limitation effects may be approximately considered by calibrating the
chlorophyll/phosphorus ratio to field data; this is an alternative to using
the direct models {i.e., Models 1 and 2} which require estimates of turbidity
and mixed-laver depth in each segment. The relationships depicted in Fig-

ure IV-% may be used to obtain approximate estimates of reservoir-average cal-
ibration coefficients for use in Model 4 based upon observed monitoring data

or independent estimates of turbidity and mixed~layer depth {(Table IV-7},
INPUT DATA REQUIREMENTS

BATHTUR rvegquires two input files: (&) a KEY file containing data that
are normally constant from one application toe another, and (b} a CASE file
defining a particular application., The KEY file contalns wvariable definitions
and summary statistics derived from the data set used in model development.
The KEY file should be considered part of the program and should not be modi-
fied. Input coding forms for BATHTUBR fileg are given 4t the end of thie Part.
Inputs are specified In the following groups:

Group 1: Title.

Group 23 Output Format Options.

Group  3: HMedel Options.

Group  4:  Arwospheric Leoading and Nutrient Availability Factors.

Group 5H: Miscellanesous Parametervs.

Group 6@ Summary Discharge Information: Tributariss, Point
Spurces, and Jucflows.

Group 7: Summary Concentration Information: Tributarlesz, FPoint
Sources, and Outflows.

Group $: Model Segments and Calibration Factors,

Group 9: HModel Segment Morphometry.

Group 10: Pool Warer Quality Data Summaries.
A global comvention iIn the input CASE file is that all input coefficients of
variation {CV's) are optional and may be laft blank or set to 0.0 if they are
not to be consideved In ervor analysis calculations. Other nissing values can

be left blank, although cextain varlables must be gpecified,

Iv-38



CALIBRATION FACTOR [(LOG)

GCALIBRATION FALTOR (LOG)

08

0.4

g2

Fi

y = -85 + 75 »
- P =75 @
&
saf = 021
&
; i | 1 H
L8 0.3 08 0.9 1.2 1.5

LOG {CHL-A » SECCHN

L § | L |

0.3 0.¢ 0.3 0.8 08 1.2 1.5
LOG {(ZMIX = TURBIDITY)
gure 1V-8., Calibration factor for

linear phosphorus/chlorophyll model

versus light limitation factors

V-39



Group 1 conslsts of an alphanumeric title {reservolr name, etc.} used to
label sutput. Group 2 selects the osutput formats to be generated inm the fol-
lowing categories:

a. List of inmput conditions.

5. Hydraulic and dispersion parameters.

c. Gross water and mass balances.

d. Detailed water and mass balances by segment,

£, Water and mass balance summary by segment.

f. Comparison of observed and predicted values.
g. Dlagnostics.
L. Spatial profile summary.

i. Plot of segment values and confidence limirs,

3. Sensitivity analysis.

A single~digit code is entered for each option. A value of zero suppresses
vrinting of the corresponding output format. HNemzero values have particular
meanings for each format, as discussed below {(see section Output Formats),

Nine model and calculatdon options are defined in Group 3.

2. Conservative substance balance,

b. Phosphorus sedimentaticn model.

. Nitrogen sedimentation model.
. Chlorephyll wnodel.
. Secchi model.

o o i

ity

. Dispersion model.

. FPhosphorus calibraticn model.

e

. Hitroegen calibration method.

Ppa for

. Error analysis.

Option settings ave suwmmarized in Table IV-2. For each optlon, a setting of
zero will hypass the corresponding calculations. Consexrvatlve substance
{e.g., chloride) balances may be useful for verifying water balances and cal-
ibrating diffusive transport coefficlents. TFor the phosphorus, nitrogen, and
chlorophyll models, settings of 1 or 2 ¢orrespond to the most general formula-
tions identified in model testing. If the conservative substance, phogphorus,
or nitrogen sedimentation model is set to 0, corresponding mass balance calcu-
lations are bypassed, and predicted concentrations are set equal to observed
values in each segment, This feature is useful for assessing pool nutrient/

chlorophyll relationships and controlling factors in the absence of nutrient
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loading information. For prelimicary runs, error analysis calculationms can be
bypassed by setting option 9 to O to conserve computer time, which may be a
factor for cases involving large numbers of segments.

Group 4 contains atmospheric loading rates and avallability factors for
the following water quality components:

Conservative substance,

v b
*

» Total phosphorus.
. Total nityrogen.

e

. Ortho-phosphorus.

. Inorganic nitrogen.

in

Mass balance calculations may be computed for the first three components,
according to the medels specified in Group 3. Atmospherle loading rates are
specified on an areal basis {kg}kmzmyx} and reflect precipitation and dust-
fall. Note that the avallability factors should be adjustsd te reflect the
phosphorus and nitrogen sedimentation models enployed (see Tables IV~-2 and
I¥-3}.

Group 5 defines varlables which are used in mass balance and responss
caleulations:

a. Length of averaging period, yr.

b. Precipitation, nm.

¢. Evaporation, m.

d. Increase in pool elevation, m,

e. Flow scale factor, unitliess.
f. Dispersion factor, unitless.

yd
. Total avea, fm .

m

h. Total volume, kmB.
The averaging perfiod egquals the duratiom of the water and mass balange calcu-
lations, normally annual {1.0) or seasonal (May-September ov 0.42 vyr}.
Nutrient residence time and turnover criterla can be used to declde whether
anpual or seasonal balances are appropriate for a particular application,
Estimates of precipitation, evaporation, incresse in elevation, and tributary
flows {Group 6) and tributary concentrations (Group 7) must correspond to this
averaging pericd.

In crder to permit application to more than one reservolr and/or loading
scenario simultaneocusly, the first four Input items in Group 5 are multiplied

by segment-gpecific factors given in Group 9. Thus, there are two methods of
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specifying the averaging period, precipitation, evaporation, and increase in
elevation. According to the first method (generally applied to simulations of
one regervoir), the appropriate values are entered in Group 5 and the segment-—
specific factors in Group 9 are set to 1.0. According to the second method
(generally applied to simulations of multiple reservolrs), segment-specific
values are entered in Group 9 and the '"global" factors in Group 5 are set to
1.0. The CV's specified in Group 5 apply to both methods.

The flow scale factor in Group 5 is applied to all tributary and dis-
charge flows specified in Group 6, except direct point sources (type = 3).
Normally, the scale factor equals 1. Other values can be specified to test
prediction sensitivity to alternative flow regimes, under the assumption that
inflow concentrations are approximately independent of mean flows. If the
latter assumption is invalid, separate input files must be set up to reflect
inflows and loadings under alternative hydrologic regimes.

The dispersion factor specified in Group 5 (normally set to a value of
1.0) is multiplied by all exchange flows in the hydraulic network. This fac-
tor can be used, along with the segment-specific dispersion factors specified
in Group 7, in calibrating dispersion rates to conservative tracer and/or
nutrient profile data.

If the total surface area and volume specified in Group 5 are nonzero,
the segment surface areas and mean depths specified in Group 8 (see below) are
rescaled to correspond with the specified total area and volume. This rescal-
ing 1s generally convenient for defining segment morphometries in simulations
of spatial variations within a single reservoir.

Group 6 defines external inputs, discharges, and withdrawals:

a, Stream ID number.

b. Type Code:
(1) 1 = Measured inflow.
(2) 2 = Estimated (ungauged) inflow.
(3) 3 = Point source discharging directly into pond.
(4) 4 = Discharge/withdrawal.

c. Segment reference number.

d. Name (descriptiom).

e. Drainage area.

f. Mean flow.

g. Mean flow coefficient of variation,
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Stream identification numbers are specified sequentially up to a maximum
value of 29. The segment reference number identifies the model segment
associated with a given input stream or withdrawal. Specified gauged outflows
(type = 4) are used only for verifying the pool water balance and for
computing observed nutrient retention coefficients. Predicted nutrient mass
balances are based upon external inflows, precipitation, and evaporation,.
Thus, outflow terms do not have to be specified if verification of the water
balance is not desired.

Ungauged inflows include direct drainage from shoreline areas, ground-
water inputs, and unmonitored tributaries to each model segment. Unmonitored
tributaries and direct drainage are estimated by drainage area proportioning
using monitored unit runoff rates from regional watersheds with similar land
use and geologic characteristics. Adjustment of estimated ungauged flow rates
is normally done by the user to establish a water balance around the reservoir
prior to implementation of nutrient balance models. BATHTUB treats measured
(type = 1) and estimated (type = 2) inflows equally.

The CV of the mean flow estimate (standard error/mean) is used in error
analysis and reflects limitations in flow gauging methodology (for gauged
streamé) or limitations in models, subjective assessment, or other flow esti-
mation methods (for ungauged streams). LaBaugh and Winter (1981) and Winter
(1981) discuss potential errors in tributary flow measurements and their
effects on lake water and nutrient balances. For gauged streams, mean flow
CV's are typically on the order of 0.05 to 0.10. Other components, such as
ground-water inflows, ungauged runcff, direct precipitation, and evaporation
(specified in Group 4) may have higher error COefficientS,'depending upon
site~specific conditions.

Group 7 defines flow-weighted mean concentrations (loading/flow) for

each tributary, source, or discharge specified in Group 6.

a. Stream identification number.
b. Conservative substance.

c. Total phoSphorus.

d. Total nitrogen.

e. Ortho-phosphorus.

f. TInorganic nitrogen,

For gauged streams, the estimated mean concentrations and their CV's are nor-

mally derived from FLUX program output (see Part II). For ungauged areas,
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concentration estimates are based upon regional data from gauged streams with
similar land use and geologic characteristics. The CV's tend to be higher for
ungavged streams because of the uncertainty associated with extrapolating con-
centration measurements from one watershed to another.

Group 8 defines the model segment linkage and calibration factors, as
outlined below:

a. Segment identification number.

b. Downstream segment number.

¢. Segment group number.

d. Segmenf name.

e. Calibration factor - phosphorus sedimentation.
f£. Calibration factor -~ nitrogen sedimentation.

. Calibration factor -~ chlorophyll-a.
. Calibration factor -~ Secchl depth.

(=2 -

. Calibration factor - hypolimnetic oxygen depletion.

. Calibration factor - bulk exchange rate.

b

Segments are numbered sequentially up to a maximum of 14. The spatial
sequence of segments is arbitrary, except that the most downstream segment
(near dam) must be glven the highest identification number 1f spatial varia-
tions or reservoilr networks are belng simulated., To facilitate ocutput ioter—
pretation, segment numbers are normally assigned in iocreasing order moving
downstream in each tributary arm.

In formulating water and mass balances, BATHTUB routes segment outflow
to the downstream segment number, while accounting for external inflows and
withdrawals specified in Group 5 and other balance terms. The downstream seg-
ment number of the last segment (near—dam) should be set to zero. Diffusive
exchanges can occur only between adjacent segments. For independent segments
(8chemes 4 and 5 in Figure IV-3), all downstream segment numbers should be set
to zero,

Simulations of reservolr networks {Scheme 6 in Figure IV-3) can be
achieved by specifying the appropriate downstream segment numbers and setting
dispersion calibration factors to zero (to eliminate backmixing across dam
interfaces). For Scheme 6, outflow streams should not be specified in
Groups 6 and 7, unless they are permanent withdrawals {removed from system and
not returned to dovnstream segments) or they refer to the last (most down-

stream) reservoir.
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The segment group number specified in Group 8 determines the aggregation
of segments for the purpose of computing effective sedimentation rate coeffi-
clents (Al and Bl in Table IV-2)., Rate coefficient computations are based
upon the following variables summarized by segment group:

a. Surface overflow rate.

|

. Flushing rate (or residence time).

. Total external nutrient load.

la. |6

. Tributary total nutrient load.

e. Tributary ortho or inorganic nutrient load.

The flushing rate is also used in chlorophyll-a Models 1 and 2. Area-weighted
mean chlorophyll-a concentrations are computed for each segment group and used
in the computation of hypolimmetic oxygen depletion rates (see Table IV-4).

Generally, segment group numbers reflect different reservolr/loading
scenario combinations. For segmentation schemes 1, 4, 5, and 6 in Fig-
ure IV-3, for example, the segment group numbers equal the segment ldentifica-
tion numbers. For Schemes 2 and 3, all segments are located in the same
reservolr, so that all segment group numbers are set to l.

Calibration factors are used to modify estimated nutrient concentra-
tions, chlorophyll-a concentrations, Secchil depths, oxygen depletion rates,
and dispersion coefficients. Theilr purpose is to provide a means of adjusting
model predictions to match observed concentration profiles, Normally, cali-
bration factors are set to 1.0 for each segment and model. Given reliable
monitoring data from a reservoir under study, it may be desirable to calibrate
the model In some applications. In a predictive mode, calibration provides a
common set of observed and predicted values for comparative evaluation of
future scenarios. Calibration essentially tunes the model predictions to
account for site-specific characteristics. Generally, calibration should be
attempted only if the observations are made under reasonably steady-state con-
ditions (i.e., adequate turnover ratios, ete.) and observed mean concentra-
tions are significantly different from predicted values, considering the
potential errors associated with the observations. Program output includes
statistical tests to assist the user in assessing whether calibration is
appropriate. Procedures for calibrating the model are described in more
detail in the section Application Procedures.

The calibratlon factor for dispersion refers to the interface between

the model segment and the next downstream segment. The factor can be used to
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rvaduce bulk exchange flows between segments with limited interchange because
of separation by narrow channels, bridges, or weirs or to increasge bulk
exchange flows between segments with high interchange because ¢f wind fetch or
other factors., 1f Dispersion Model 3 is selected, the bulk exchange flows are
set equal to the calibration factors {(with units of cubic hectometers per
veard. Dispersion calibration factors are automatically set te zero for seg-
ments with ocutflow segment nunmbers of zero.

Input Group 9 defines segment morphometyy:

a. SBegment IdentIfication number.
b. Length of averaging perioed, yr.
¢. Precipitation, m,

d. Evaporation, m.

Increase in elevarion, m.

Length, lm.

»

{tn it

. Surface area, km2§

+ Mean depth, m.

F ol $=a -

. Mean depth of mixed laver and C¥, m.
. Mean hypolimnetic depth and CV, m.

e

Entries for averaging perlod, precipitation, evaporation, and Increase in ele~
vation are multiplied by the corresponding entries in Group 5. Lengths, sur-
face areas, and mean depths correspond o average growing-season conditions
and can be estimated from maps and worphometric data. As discussed zbove, if
the total surface ares and volume specified in Croup 3 are nonzero, the sege~
ment surface areas and mean depths specified in Group & are rescaled. Because
of this rescaling, input areas and mean depths can be relative values (i.e.,
units can be arbitrarv).

Midsummer temperature profile dara and ressrvolr worphometric curves can
be used to estimate the mean depth of the mixed-laver (volume/surface area) in
gach model segment. If the input field feor mixed-laver depth is left blank, a
value is automatically estimared from mean total depth according to the empir-
ical equation glven in Table IV-7. Mixed-layer depths are required only if
chlorophylli-a Models 1 or 2 are used,

If the reservolr is stratifled and oxygen depletion calculations are
desired, temperature profile data taken from the period of deplerion measure-—
ments {(typically late spring to =arly summer) are used to estimate the mean

depth of the hypolimnion. If mean hypolimnetic depth 1s blank or zers, the
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reservoir is assumed to be unstratified and oxvgen depletion calculations are
bypassed. The omyvgen depletion models are based upon data from near-dam
stations. Accordingly, mesn hyvpolimnatic depths should be specified only for
near-dam segments, based upon the morphometry of the entire reservolr (not the
individual segment}. In modeling collections or networks of reservoirs
(Schemes 5 and & in Figure IV-31), a mean hvpolimnetic depth can be specified
separately for each segment {i.e., each reservolr). Table IV-7 gives an
empirical relatdonshly that can be used to estimate mesn hypolimnetic depth in
the absence of direct measurements.

Input Group 10 summarizes observed water guality data from each model
segment, Means and CV's can be specified for the following variables:

&, Segment identification number,

b, Nonalgal turbidity.

¢. Conservative substance,

d. Total phosphorus.

@, Total nltrogen.

f. Chlorophyll-a.

g+ Secchi depth,

h. Organic nityogen.

1. Total ¥ - ortho-F.

J. BHypelimmetic oxygen depletion rate.
k. Metalimnetic oxygen depletion rate,

The program uses the observed data to test model applicability by comparing
ohserved and predicted values. Missing values may be left blank., For the
first elght components, summary statistics (mean and CV of wean) are derived
from mixed-layer, growing season measurements within each segment. The
PROFILE program (see Fart 1X1) dncludes algorithms for caleulating the summary
statistics by model segmenti and for calculating depletion rates from oxygen
and temperature profile data. Oxygen depletion rates should be specified only
for near-dam segments and left blank if the reservoir is unstracified.

Estimates of nonalgal turbidicy {(minfmum = (.08 mwl) are required forx
chlorophyli-a Models | and 2, Secchi Model 1 {Table IV-2)}, and Nutrient Parti-
tioning Models (Table IV-4), TIdeally, turbidity is calculated from observed
Secchi and chlorophyllea data in each segment, TIf the turbidity input field
is left blank, the program calculates turbidity values automatically from

obaerved chlorophyll-a and Seceli values (If specified). An error message is
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printed, and program execution Is terminated if all of the following condd-
tions hold:

a., Turbidity wvalue missing or zero.

o |

. Observed chlorophyll-a or Secchi missing or zero.

¢. Chlorophyll-a Models 1, 2 or Secchi Model 1 used.

In the absence of direct turbidity measurements, the multivariate regression
equation specified in Table IV-7 can be used to estimate a reservoir-average
value, Such estimates can be modified based upon regional data bases. As
discugsed earlier (see subsection Eutrophication response models), existing
models do not permit a priori estimation of within-reservoir, spatial varia-
tions In nonalgal turbidity.

Table IV-8 lists the errvor messages that may be generated if an invalid
condition is encountered as the CASE file 1s vead or as mass balance calcula-
tions are performed. Probable error sources are also indicated. The probable
locations of coding errors in the input file can be identified by requesting a
listing of input conditions {Qutput Format 1) and matching error message loca-
tion with the input file structure. Execution of the program terminates if an

error condition 1s detected.

CUTPUT TFORMATS

Ten opticnal output formats have been designed for variocus purposes, as
docunmented at the end of this Part. This section discusses the contents and
uses of each format using data from Keystone Reservoir (located on the Arkan-
sas and Cimarron Rivers in Oklahoma). The subsequent section describes step-
wise procedures for using the model and Interpreting output dn typical
reservoly applicatlons.

Model segmentation for the Keystone application 1s illustrated im Fig-
ure IV-9. Pool and tributary water quality data were derived from measure-
ments made in 1974 and 1975 by the EPA National Eutrophication Survey (WES)
{(USEPA 1975). The Keystome pecol was sampled by the EPA/NES four times between
April and October 1975. The role of light limitation Iin Keystone has been
previously discussed (Walker 1985). Because of the relatively low summer
hydraulic residence time of the reservolr {0.08 yr), seasonal nutrient turn-
over vatios ave high, and water and mass balance calculations are based on May

through September conditions during the pool monitoring year. Point sources
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Table 1IV-8
BATHTUB Error Messages and Possible Causes

* k&

*kk

kk%k

*kk

k%%

k¥x %k

xkk

INVALID NONALGAL TURBIDITY

Turbidity specified < 0.08 1/m

Observed turbidity, chlorophyll-a, and Secchi missing
and chlorophyll-a Model 1 or 2 specified

INPUT CASE FILE ERROR

Records out of order

Too many tributaries or segments

Invalid segmentation scheme (outflow segment number, segment group
number)

Missing segment length, area, mean depth, or averaging period

Invalid value specified

INPUT KEY FILE ERROR
Key file records out of order or otherwise modified

CHLOROPHYLL SUBMODEL ERROR
Nitrogen data not provided but required for specified chlorophyll-a
model

INVALID RATE COEFFICIENT

Missing tributary ortho-P/total P or inorganic N/total N loading
ratio for segment group, nutrient sedimentation Model 2

Missing total nutrient load for segment group, nutrient Model 4

INVALID SOLUTION FOR COMPONENT

Invalid segmentation scheme

Concentration solution negative

No loadings specified

Attempt to solve for conservative substance in segmentation scheme
with zero or negative net inflow (inflow-evaporation)

DOWN THE DRAIN
Program execution ends abnormally (follows one or more of above
messages)
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Figure IV-~9, Model segmentation for Lake Keyvstone,
Oklahoma, application
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include three sets of municipal sewage effluents which have been aggregated by
reservoly segment., Silnce the EPA/NES estimated nutrient loadings but not
flows for these effluents, a flow of 1 hmgfyr has been assumed for each source
{insignificant in relatlion to reservolr water balance} and the nutrient con-
centrations have been adjusted to correspond with the reported loadings.

Table IV-9 summarizes output formats and options. Input and ocutput files for
this example are presented later in this Part.

Output Format 1 lists Input conditiong. Thig is intended to verify and
document the input case file. The listing should be reviewed to check for
errorg in input file coding.

Output Format 2 summarizes hydraulic and dispersion calculations. The
total outflow {advection plus withdrawals) is listed for each segment. Disw
persion and exchange rates are calculated according to the spscified disper-
gion model (see Table IV-2). Numeric dispersion rates are subtracted from
estimated dispersion rates before calculating exchange flows. Model gegmenta-—
tion should be designed so that estimated dispersion exceeds numeric disper—
aion in each segment. Rumerlc dilspersion r4tes can be reduced by reducing
segment lengths.

Output Formats 3, 4, and 5 summarize water and mass balances. If an
Optional Code of 1 18 specified for any of these formats, mass balances
{including outflow, increase in storage, and retention) are estimated from
ghaerved pool and ocutflow concentrations, In this case, the mass balances are
esgentially descriptive and do not rely on a particular sedimentation model.
This 18 a useful option for examining the magnitude and spatial distribution
of nutrient sedimentation in a reservoir, given reliable loading and outflow
estimates and pool monitoering dats, If an Option Code of 2 iz specified,
balances are based upon predicted poeol concentrations, and the outflow and
poal concentrations specified in the CASE file are dgnored. Option 2 is used
in & predictive mode,

Qutput Format 3 summarizes the water and mass balance calculations over
the entire reservoir, Results are reviewed to ensure that an accurate water
balance has been established and that all drainage areas have been accounted
for before proceading to subsequent modeling steps. The output includes a
mean, variance, and CV for each water and mass balance term, In the case of
the mass balance, loading means and varilances are also expresssd as percent-—

ages of the total inflow mean and varilance, rvespectively. These provide
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Table 1V-9
BATHTUR Output Format Options

I — LIST INPUT CONDITIOHS

= Print Model Opticns Only
= Print A1l Input Conditions

2 — HYDRAULICS AND DISPERSION

= Do Hor Print
= Print

3 — GROSS WATER AND MASS BALANCES

Do Net Print

Use Observed Pool and Outflow Concentrations to Compute
Digcharge, Change In Storage, Retention, snd Mass Residence
Times

Use Estimated Fool Concentrations

4 ~ DETAILED WATER AND MASS BALANCES BY SEGMERT

Do Hot Frint

= Uge Observed Pool and Outflow Concentrations to Compute

Discharge, Change in Storage, and Ketentlon
Use Egtimated Pool Concentrations

5 - WATER AND MASS BALAKCE SUMMARY BY SEGMENT
Do Not Primg

= Use Observed Pool and Outflow Concentrations to Compute

Digcharge, Change in Storage, and Retention
Use Estimated Pool Concentrations

& - COMPARE OBSERVED AND PREDICTED VALUES

Do Not Print
Print for Each Segment and Area-Weighted Means
Print Area-Weighted Means Only

7 - DIAGHOSTICS

w Do Not Print

Print for Each Segment and Area-Weighted HMeans
Priut Area-Weighted Means Only

8 - SPATIAL PROFILE SUMMARY
Bo Hot Print

= Print Predicted Profiles Omly
= Print Predicted, Observed, and Observed/Predicted Ratios

{(Continued)
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Table I¥-% {Concliuded)

FORMAT

FORMAT

9 - PLOT SEGHMENT VALUES AND CONFIDENCE LIMITS

Do N¥ot Print
Use Linear Scales
Use Geometric Scales

10 - SENSITIVITY ANALYSIS

Do Hot Brint
Print fer Conservative Substance

= Print for Phosphorus

Print for Nitrogen
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perspectiveg on predominant loading and error scurces., The variance distribu-
tion can be used to priovitize future data collection efforts by keying on the
major sources of error (e.g., by increasing sampling frequencies).

Qutput Fermat 3 also Includes hydrelogic summary statistics (surface
overflow rate and hydraulic residence time) and mage balance gtatistics (mass
residence time., turnover ratio, and retention coefficlent}. As discussed
above, the mass residence time and turnover ratio are used in selecting an
appropriare averaging period for water and mzss balance calculations.

In the case of the Keystone phosphorus balance, the turnover ratio is
13.4, which means that phosphorus stored in the water columm was displaced
avproximately 13.4 times during the S-mounth balance period based upon observed
pool phosphorus concentrations, This is s relatively favorable ratico for mass
balance modeling because it indicates that pool nutrient levels are not likely
to reflect loading conditions expevrienced prior to the mass halance periled.

As discussged above, a turnover ratio of 2 or more is desirable for modeling
puTpoOses.

Output Format 4 presents detalled water and wmass balances by segment.
The summary includes flow, load, and mean concentration for each external
source, discharge, and conputed summary term. The summarvy terms include
internal transfers {attributed to advection and exchange with neighboring geg-
ments) as well as external inputs, outflows, and retention, The advective
outflow term for each segment Isg derived from the flow balance,

Output Format 5 da a condensed wvevsion of the water and mass balances by
gegment, Summary terms are presented in tables that deplct the routing of
water and nutrient mass thyough the reservolr segments., Inflow terms include
external watershed loadings, atmospheric loadings, and advection from upstresm
segments, Outflow terms include advecticon to downstreanm segpments and speci~
fied withdrawals or discharges. The water balance also includes storage,
evaporation, and gross diffusive exchange with douwnstream gegments, although
the latter is not a factor in the water balance caleulation because it ocours
in both directions. The mass balance tables also inelude storage, retention,
and net exchange with adjacent {upstream and downstream) segments. The net
exchange term is formulated as an input (i.e., it will be positive or nega-
tive}, depending upon whether dispersion causes net transport of mass into or

cut of the segment, respectively.
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Note that the advective ocutflow from each segment is calculated from the
water balance. If the computed advective outflow from any segment (except
those segments which discharge out of the system) is less than zero, the water
and balances are satisfied by backflow from downstream segments (i.e., the
direction of the advective flow at the corresponding segment interface is
reversed). This might occur, for example, for a segment in which the evapora-
tion rate exceeds the sum of external inflow and precipitation. The program
handles this condition by reversing the flow direction.

In the last (near-dam) segment, the advective outflow term of the water
balance table represents the cumulative water balance error if the reservoir
discharge rate 1s specified. 1In the Keystone example, a residual water bal-
ance error of -0.2 hm3/yr is indicated. Since this is small relative to the
gauged outflow (10,556 hm3/yr), the impact on the water and nutrient balance
calculations is negligible. This water balance has been achieved by adjusting
flow rates from ungauged drainage areas.

Output Format 6 compares observed and predicted water quality conditions
in each model segment., This format can be used to test model applicability to
reservolrs with adequate water quality monitoring data. Area-weighted means |
are also calculated and compared. T-statistics compare observed and predicted
means on logarithmic scales using three alternative measures of error:

a, The first test considers error in the observed value only, as spe-

T cified in Input Group 10. If the absolute value of the T(l) is less
than 2.0, the observed mean 1s not significantly different from the
predicted mean at the 95-percent confidence level, given the preci-
sion in the observed mean value, which reflects variability in the
monitoring data and sampling program design.

b. The second test (supplementary to the third) compares the error with
the standard error estimated from the model development data set and
is independent of the observed and estimated CV's.

c. The third test considers observed and predicted CV's for each case,
variable, and segment. If the absolute value of T(3) exceeds 2.0,
the difference between the observed and predicted means is greater
than expected (at the 95-percent confidence level), given potential
errors in the observed water quality data, model input data, and
inherent model errors.

Since deviations would be expected to occur by chance in 5 percent of the
tests applied to reservoirs conforming to the models, results of the T-tests
should be interpreted cautiously. Error terms used in calculating T(2) and
T(3) have been calibrated for predicting area-weighted mean conditions;

observed versus predicted deviations may be greater for station-mean or
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segment-mean values. In calculating the CV's for arez-weighted-mean observed
conditions, the program attributes the major source of error to temporal var-
jance and assumes that the errers are corrvelated across stations. Note that
comparisons of area-weighted-mean conditlong are to be accurate only if sam-—
pling staticns are distributed throughout the reserveoir., If existing data
limitations preclude adequate spatial coverage, the observed/predicted compar-
isons must be based upon data from individusl segments.

Qutput Format 7 lists observed values, estimated values, and exror
ratios and vanks them agalnst the model development dats set., Approximate
rankings are computed from the geometyric mean and geometric standard deviation
of area—weighted-mean observed values In the model development data sel assum-
ing a log-normal distribution., The variable list includes the basic network
variables plus nine composite variables that are useful for dilagnostic pur~
poses. Diagnostic variables are used to assess the relative importance of
phosphorus, nitrogen, and light as controiling factors, as outlined in
Table 1V-6.

Output Format 8 presents obeerved values, predicted values, and
obgerved/predicted ratios in a series of tables which facilitate comparisons
among segments. This abbreviated format does not include evror analysis
results.,

Cutput Format 9 provides a graphic comparison of observed and predicted
concentration distributions by model segment. Dashed lines reflect approxi-
mate 95-percent confidence limits {(mean 22 standard errors). This plot is
ugeful for identifying spatial trends. Scales are linear or geometric for
option codes 1 and 2, reapectively.

Qutput Format 10 provides a sensitivity analysis of predicted conserva-
tive substance, phosphorus, or nitrogen profiles as a function of dispersion
and decay rates., This format Is useful for examining sensitivity to the two
major processes controlling the development of spatial concentration gradi-
ents., Dispersicon rates are varied by a factor of 4, and decay rates, by a
factor of 2, In rough proportion to expected erroy magnitudes for nutrient
sedimentation options 1 or 2 and dispersion option 1 {(Walker 1983). Gener-
ally, concentrations tend to be more sensitive to dispersion in upper-pool
segments, where dispersion accounts for dilution of major dnflows, Bensitlv-
ity to decay rate is usually greater in nesar-—dam segments, as compared with

upper-pool ssgments.
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APPLICATION PROCEDURES

Three application scenarios can be defined, based upon reservoir

status and data avallability:

Data Availabllity

Water/Rutyilent Pool Water

Scenarilo Beservoir Balance Datg Quality Data
A Existing Yes Yes
B Existing Ko Yes
& Existing or proposed Yes No

Scenario A normally applies to an existing reservolr with nutrient balance
data and pool water guality data. Undey Scenario B, nutrient balance {load-
ing) information is lacking; in this case, the program can be used for diag-
nostic purposes {e.g., assessing pool nutrient/chlorophyll relationships and
rvegional raonking). Secenario € is distinguished by lack of pool water quality
data, which would otherwise be used for preliminary testing and calibration.
For each scenario, application procedures can be summarized In terms of

the following basic steps:

Step Procedure
H Watershed data reduction
2 Regerveir data reductlon
3 Data entry and verification
4 Water balances
5 Nutrient turnover
6 Diffusive transport
7 Nutrient balances
& Chlorophyll-a and Secchi responses
g Verification
1o Diagnostics
11 Predictions

These steps are designed to be executed sequentielly, #lthough reiteration of
previcus steps may be required under certain conditions, Not all steps are

applicable to each scensrico, as outlined in Table IV-10, IV-l1l, and IV-12 for
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Table I¥-10

Application Procedures for Sceparic &; Existing Reseyvelr with Wutrient

Balance and Pool Water Quality Data

1. WATERSHED DATA REDUCTION
Formulate drainage area bhalance
Gauged tributaries and sources:
Describe watershed or source
Complile flow and water guality data
Set up FLUX input file for each tributary or source
Asgess flow/concentration/loading relationships
Calculate annual and seasonal flows and loadings
Ungauged tributaries and sources:
Describe watershed or source
Select appropriate estimaticon method
Estimate annual and seasonal flows and loadlings

2. RESERVOIR DATA REDUCTION
Complle pool water quality, elevation, and worphometry data
Set up PROFILE imput file
Reduce mixed-laver water quality daras
Asgess spatlal and temporal variations (box plots)
Select appropriate spatial segmentation
Calculate summary statistics by segment

1f reservoir is stratified:
Calculate oxygen depletion rates for near-dam statlon

3. DATA ERTRY
Define sgegmentation and hydraulic network
Code two input files:
Anmual averaging period
Seasonal averaging period
Set output format: 1{1)
Fun wmodel and review output
Correct any errors in input data files

4. WATER BALAKCES
Set output format: 3(1}
For each averaging peried:
Run model and review output
Asszess magnitude and most likely source of water balance errors
Adjust inflows and/or outflows to establish water balance

{Continued)
(Bheet 1 of &)
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Table IV-10 (Continued)

5. NUTRIENT TURNOVER
Set output format: 3(1)
Run model and review output for each averaging period
Select averaging period for subsequent analyses:
1f seasonal phosphorus turnover ratio >2, use seasonal;
otherwise, use annual

6. DIFFUSIVE TRANSPORT
Select dispersion model option
Initialize dispersion calibration factors = 1.0
Adjust segment dispersion factors to account for backflow
restrictions (dams, weirs, bridges, channels, etc,)
Set output format: 2(1)
Run model and review output
If numeric dispersion exceeds estimated dispersion in any model
segment:
Increase number of segments
Repeat until numeric dispersion < estimated dispersion or
predicted profiles insensitive to segmentation
If conservative tracer data are available:
Set model optioms: 1(1)
Set output formats: 2(1), 3(1), 5(2), 6(1), 9(2), 10(1)
Run model and review output
If overall tracer mass balance error >5 percent
Assess most likely source of error(s)
Modify input data file accordingly
Run model and review output
Repeat until tracer mass balance established
If number of segments >1 and tracer mass balance successful:
Compare observed and predicted tracer profiles
Adjust transport factors:
Global dispersion calibration factor (Input Group 5)
Segment dispersion calibration factors (Input
Group 8)
Run model and review output
Recheck numeric dispersion criteria
Repeat until tracer calibration established

7. NUTRIENT BALANCES
Set sedimentation model options and availability factors
Initialize nutrient calibration factors =1
Set output formats: 3(1), 5(2), 6(1), 9(2), 10(2 or 3)
Run model and review output

(Continued)
(Sheet 2 of 4)
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Table IV~10 {Continued)

7. BUTRIENT BALANCES (Continued)
If conservative substance dats not available and segments >1:
Conpare nutrient proflle shapes (gradients)

Adjust digpersion parameters accordingly:
Global dispersion calibratdon factor (Input Sroup 3)
Segment dispersion calibration factors {Input Group 8)
Bunr model and review ocutput
Recheck numeric dispersion criteria
Repeat untill shapes match
Compare obhserved and predicted nutrients (Output Format 6},
Egpecially ares-welghted means:
If observed <> predicted IT(S}[ > 2 and
Juestion model applicability
Review data and assumptilons
Test alternative nmutrient sedimentatiocn model(s)
If observed <> predicted [?(I}t > 2
3elect nutrient calibration option (normally 1)
Adjust nutrient calibration factors
Run model and review output
Repeat untll observed and predicted nutrient levels match

(2| > 2t

8. EUTROPHICATION RESPONSES
For chleorophyll-a, Secchld, and HOD models (in ordex):
Select model option
Set curput formats 6(1), 7{1}), 9{2)
Set calibration factors = 1.0
Run model and review output
Compare observed and predicted values (Output Format &)
Especially area-weizghted means:
1f observed <> predicted |T(3)| » 2 and [T(2)}] > 2:
Quegtion model applicabilicy
feview data and assumptions
Test alternative submodels
1f observed <> predicted !T{l}l > 2t
Adjust calibration factors
Run model and review output
Repeat until observed and predicted levels match
Check diagnostiecs (Qutput Formar 7} for model
applicability

9. VERIFICATION
Repeat Steps I-4 using data from different vear(s)
Kesp model options, segmentation, and calibration factors constant

{(Continued)
{3heet 3 of &)
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Table IV-10 (Concluded)

9. VERIFICATIONR {(Continued)
Set output formats: 2{1}), 3{1), 6{1l), %(2J
Fun model and review output
Compare observed and predicted responses

10. DIAGHOSTICS
Select output formats: 7(1})
Run model and review output
Rankings
Factors controlling productivicy

11, PREDICTIONS
Select output formats: all
Define Impact or countrol strategles To be evaluated
Modify iaput case file accordingly
Run model and review output
Recheck diagnosties (Output Format 73 for medel applicabillicy
Compare with base case(s)
Run sensitivity analyses on key assumptions:
Submodel selection
Segmentation
Dispersion
Averaging periods

{Sheet & of &)
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Table IV~11

spplication Procedures for Scenavie B: Existing Reserveiy with Pool

Water OQuality but Without Nutrient Balance Data

WATERSHED DATA REDUCTION (not applicable)

RESERVOIR DATA REDUCTION
Complle pool water gquality, elevation, and morphometry data
Set up PROFILE input file

Reduce surface water qualiry data
Assess sparial and temporal variations (box plots)
Select appropriate spatial segmentation
Calculate summary statistics by segment

If reservoir is stratified: calculate oxygen depletion rates for
near-dam station

DATA ENTRY

Define segmentation and hydrvaulic network
Set output format: L1(1)

Run model and review output

Correct any errors in input data files

WATER BALANCES {not applicable}
NUTRIENT TURNOVER {not applicable}
DIFFUSIVE TRANSPORT ({(not applicahle)}

NUTRIENT BALAMCES
Set sedimentation model optiomg: 1{0), 2{03, 3(H

EUTROPHICATION RESPORSES
Review diagnostic wvariables
For chlorophyll-a, Secchi, and HOD models (in ordex):
Select model option
Set output formats 6{1), 7{1}, 9(2)
Set calibration factors =» 1.0
Run model and treview sutput
Compare observed and predicted values (Output Format 6},
especially area~welghted means:
1f observed <> predicted |T(3}]| » 2 and |[T(2)] » 2:
Question model applicabiliry
Review data and assumpticns
Test alternative submodels
If observed <> predicted !?{1)| > 2
Adjust calibration factors
Bun model and review output

{Continmued)}
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Table IV-11 {Concluded)

Repeat until observed end predicted levels match
Check disgnostics (Output Format 7) for model applicabliliny

9. VERIFICATION
Repeat Steps 1-4 using data from different year(s)
Keep model options, segmentation, and calibration factors constant
Set output formats: 6H6(1), 7{1), 9{2)
Run model and revlew ouiput
Compare observed and predicted responses

16, DIAGROSTICS
Select output formats: 7(1)
Run model and review output
Rankings
Factors controlling productivity

11, PREDICTIONS {not applicable)
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Table IV~12

Application Procedures for Scenardeo £: FProposed or Bwisting

Reservoir Without Pool Water (Quality Pata

1. WATERSHED DATA REDUCTION
Formulate drainage area balance
Gauged tributaries and sources:
Describe watershed or source
Compile flow and water quality data
Set up FLUX input file for each tributary or source
Assess flow/concentration/loading relationships
Calculate annual and seasonal flows and loadings
Ungauged triburaries and sources:
Describe watershed or source
Select appropriate estimation method
Estimate annual and seasonal flows and loadings

2. RESERVOIR DATA REDUCTION
Compile morphometric and poel elevatlon data
Define segmentatlon and hydraulic network
Egtimate model input variables:
Mean hypolimmetic depth
Mean depth of mixed laver
Nonalgal turbidicy

3. DATA ERIRY
Set model optlons
Set output format: 1{1}
Code two input files:
Annual averaging period
Seasonal averaging period
Jet observed water gquality conditions to O
Run model and review ocutput
Correct any errors in dnput dats files

4. WATER BALANCES
Set output format: 3(2)
Specify reservolr discharge rate to glve water balance

Run model and review sutput
Repeat until water balance is established

5, HNUTRIENT TURNOVER
Set nutrient gedimentation model and avallability factors
Inicialize nutrient calidbration factors = 1
Set output format: 3(2)

{Continued}
(Sheet 1 of 3}
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Table IV-12 (Continued)}

5. NUTRIENT TURNOVER {(Continued)
Run model and review output for each averaging perlod
Select averaging period for subseguent analysea:
If seasonal phosphorus turnover ratio »2, use seasonal;
otherwise, use annual

&, DIFFUSIVE TRANSPORT

Selecr dispersion model option

Initialize disperslon callbration factors = 1.0

Adjust segment dispersion factors to account for backflow
restrictions (dams, welrs, bridpes, channels, etc.)

Set putpur format: 2{1)

Fun model and review cutput

If numeric dispersion exceeds estimated dispersion in any model
gegment:
Increase numbeyr of segnents
Repeat untill numeric dispersion < estimated dispersion or

predicted profiles insensitive to segmentation

7. HUTEIENT BALANCES
Select nutrient sedimentation models
Initialize nutrient calibration factors = 1.0

f#. EUTROPHICATION RESPOKSES
Estimate nonalgal turbidity, mixed-layver depth, hypolimnetic depth
Review diagnostic variables
Select chlorophyll-a and Secchi wodels
Set chl-a, Secchi, and HBOD calibration factors
Set putput formats: &6(1), 7{(1), 9{(2)
Run model and review oubput
Check diagnostics {Output Format 7} for model applicability

Y., VERIFICATION (not applicable)

10, DIAGNOSTICS
Set cutput formats: 7{1}
Run model and review output
Rankings
Factors controlling productivity

11, PREDICTIONS
felect outpur formats: (all)
Define impact of control strategles to be evaluated

{Continued)
{Sheet 2 of 33

I¥-65



Table IV-12 {Concluded)}

11. PREDICTIONS (Continued}
Modify input case file accordingly
Run model and review cutput
Check diagnostics (Output Formatr 7} for model applicabiliry
Compare with base case
Run sensitivity analyses on key assumptions
Submodel selection
Segmentation
Dispersion
Averaging periocds

(Sheet 3 of 3}
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Scenarios A, B, and €, respectively. The procedures are intended to provide
general indications of factors to be considered during the modeling process.
User judgment wust be exercised to account for unique aspects of each

applicaticn.

Scenaric A - Existing Resgervolr with Loading
and Pool Water Quality Data

Application procedures for Scenario A (Table IV-10) are more detailed
than the procedures for Scenario B or €. Step ! involves veduction of water-—
shed data used in wmodeling., Formulation of a drainage avea "balance" is an
foportant first step In summarizing watershed characteristics. The FLUX pro-
gram {Part IT} is used for estimation of seasonal and anmual loadings for
gauged tributaries, peint sources, and discharges. As described in Part I,
vngauged flows and loadings are estimated using a varlety of methods, Includ-
ing drainage area proportioning, reglonal export coefflclents, or watershed
modeling.

Step 2 iavolves rveduction of reservoilr morphometric and water qualiry
data, Morphometric information can be estimated from contour maps and/or sed-
iment accumulation surveys. PROFILE (Part III) is used to identify appropri-
ate segmentation, summarize observed water quality conditions by ssgment, and
caleulate oxygen depletlon rates in stratified reservolrs.

In Step 3, an input coding form is completed and a CASE file is gener-
ated for each averaging period (seasonal and amnual}, If the apprepriate
averaging period 1s initially apparent (based upon the hydraulie residence
time and/or data ¢onstraints), only one Input flle may be required., Input
data file coding can be checked by reviewing Output Format 1,

Water balances are formulated for each averaging period in Step 4 using
Cutput Format 3. This dnvolves adjustiog inflow, outflow, and/or increase-
in-storage terms untll balances are established. The appropriate terms to
adjust may vary from case to case, depending upon watershed characteristics
and filow wonitoring networks. HRased upon familiarity with the flow data
sources, the user must assess the mosgt likely source(s) of water balance error
and adjust the appropriate value(s) in the CASE file. HNormally, flow balance
errors would be attributed to the estimated flows from ungauged watersheds,

although adjustments of ungauged flows should be restricted to "reasonable”
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values, basged upon regional hydrclogic information. If a water balance
cannot be established with reasonable adjustments, additional monitoring with
refinements to flow gauging nerworks may be reguirad,

Nutvient turnover ratios avre calculated in Step 5 vsing Output Format 3.
The appropylate averaging peviod is determined, based upon the chserved turn-
over ratio of the limiting nutrient (usually phosphorus). As discussed above,
a seasonal averaging period can be used if the turnover ratio exceeds 2.0
under seasonal loading conditions; an annual averaging period can be used
atherwise. The turnover ratio criterion is an épyroximate guideline, which
may be adjusted from case to case, Other considerations {such as comparisons
of observed and predicted nutylent levels) can slso be used as s basis for
gelecting an appreopriate averaging perlod, partilcularly if the turnover ratilo
1s near Z2.0. Note that if the reservoir is vertilcally stratified and signifi-
cant hypolimpnetlc accumulations of phosphorus ocecur during the growing season,
geasoral phosphorus turnover ratios calculated from mixed-laver concentrations
will be overestimared:; both apnnual and seasonal balances should be tested in
this situation.

Step 6 involives calculation and possible calibration of diffusive trans-
port terms using Output Formatr 2. If numeric dispersion exceeds rthe estimated
dispersion 1in a2 given segment, the user should consider revising the segmenta-
tion scheme (e.g., increasing segment numbers and thus decreasing segment
lengths) wantil this cyiterion is matisfiled, Ip some cases, this may be dLffi{-
cult to achleve with a veasonable number of segments, particularly in upper-
pool segments, where advective velocities tend to be greater, The criterion
may be waived 1f the sensitivity of predicted nutrient profiles to alternative
segmentation schemes is shown to be minimal. |

Conservative tracer data, 1f avallable f{e,g., chloride), may be used to
calibrate diffusive tramsport terms In problems involving more than one seg-
ment. A tracer wass balance is established (Cutput Format 3) prior to cali-
hrating transport terms., Calibration inovolves adjusting the global (Imput
Group 5) andf/or segment (Input Group &) dispersion factors to match observed
tracer profiles. OGenerally, predicted concentration gradients will decrease
with increasing dispersion rates. The global calibration factor is to be
used, where possible, becsuse it iavolves fewer degrees of freedom. For Dis-
persion Model 1, this factor should be in the rvange of 0.25 to 4.0, the

approzimate 95-percent confidence limit for dispersion estimated from
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Fischer's equation, If adjustment ocutslde this range is required, Dispersion
Model 2 and/or alternative segmentation schemes should be investigated. The
segment factor can be uged to reflect local digpersion restrictions caused by
weirs, bridges, etc. Calibration of digpersion rates bhased upon tracer data
is feasible only 1if significant tracer gradients are detected in the reserveir
as a resulr of tracer leading distriburions,.

Step 7 involves gelection, testing, and pbssibia calibration of nutrient
sedimentation models using Output Formats 6 and 9. <¢alibration of dispersion
rates 1o mateh observed nutrient gradients is also feasible at this stage,
provided that tracer data sre not available in Step 6. Differences between
ohegerved and predicted putrient profiles can be attributed to one or more of
the following sources:

a. Errors im specification of input conditions {tributary loadings,
flows, morphometry, observed water quality}.

b. Errors in estimated dispersion rates.

. Errors in estimated nutrlent sedimentation rates.

T-NTY

. Errors in the cobserved nutrient profiles.
These potantial sources should be considered In judging model parformance in
Step 7.

T-gtatisties included in Qutput Format & provide approximate statistical
comparisonsg of observed and predicted concentrations. As described above,
these are computed using three alternative measures of ervor: observed error
only, T{l); error typical of model development data set, T(Z):; and observed
and predicted error, T{3). Interpretations of these statistics in Step 7 are
discussed below,

Tests of model applicabllity are normally based upon T{Z} and T(3). If
their absolute valuag exceed 2 for the comparison of area-welghted mean con~
centrations, there is less than a S5~percent chance that nutrient sedimentation
dynamics in the reservoly are typical of those in the model developmeni data
set, assuming that input conditicns have been specified in an unbiased manner.
The applicability of the models would be an issue in this case. If the dis-
crepancy cannot be attributed to possible errors in the input data file (par-
ticularly, inflow concentrations), alternative sedimentation models should be
investigated.

Lack of fit may alsc result from unsteady-state loading conditions, par-

ticularly if the nutrient turnover ratio is less than 2 based upon annual
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loadings. In such cases, averaging periods longer than a vear may be required
to establish 2 valid load/response rvelationship., This situarion is more
likely to ccecur for nitrogen than phosphorus because unit sedimentation rates
tend to be lower for nitrogen.

Once an appropriate sedimentation model 1s selected, T€1} can be used as
a basis for deciding whether calibration is appropriate. I1f the absolute
value of T{l) exceeds 2, then there is less than a 5-percent change chat the
chserved and predicted means are equal, given the error in the observed mean.
In this situation, it may be desirable to calibrate the model so that cbserved
and predicted nutrient concentrations match,

Twe calibration methods are provided for phosphorus and nitrogen (Model
Options 7 and B, respectively): Method 1 - calibrate decay rates and
Method 2 ~ calibrate concentrations. In the firgt case, zggment-specific cal-
ibration factors (Inpul Group 8) are applied to estimated decay rates Iin com~
puting nutrient balances. In the second case, the factors are appiled to
estimated concentrations. The first case (default) assumes that the error is
attributed primarily to the sedimentation model. In the second case, the
error source is unspecified {some combinatlion of iloput error, dispergion
error, and sedimentation model error). The latter may be used when predicted
nutrient profiles are insensitive to errors in predicted sedimentation rate
because the mass balance is dominated by inflow and outflow terms {i.e,. low
hydraulic residence times). Under calibration Method 1, adjustments In the
effective decay rates will have greater influences on predicted nutvient con-
centrations in lower pool segments, as compared with upper pool segments. If
ohserved and predicted nutrient profiles differ by a constant factor, calibra-
tion Method 2 will generally be more successful.

Nutrient Sedimentation Models 1 and ? have been empirically calibrated
and tested for predicting reservolr-mean conditions, Error analysis calcula-
tions indicate that sedimentation rates predicted by these models are gener-~
ally accurate to within a factor of 2 for phosphorus and a factor of 3 for
nitrogen {Walker 1883). To account for this error, nutrient calibration fac-
tors (Input Group 8) can be adiusted within the nominal ranges of 0.5 to 2.0
and 0,33 to 3 for phosphovue and nitrogen, respectively. To minimize degrees
of freedom, calibration factors should be the same in each segment., A con—

servative approach to calibration 1ls suggested.

Iv-70



Once nutrient balances have been established, eutrophication responses
(as measured by chlorophyll-a, transparency, and hypolimnetic oxygen depletion
rate) are developed in Step 8. This involves model selection, testing, and
possible calibration. As outlined in Tables IV-2 and IV-3, several options
are available for predicting chlorophyll-a concentrations and Secchi depths as
a function of nutrient levels and other controlling factors. The interpreta-
tion and use of t-statistics (Output Format 6) in testing and calibrating the
chlorophyll-a and Secchi submodels follow the abéve discussion for nutrients
(Step 7).

With the completion of Step 8, the model has been set up and possibly
calibrated using pool and tributary data from a particular year or growing
season. Step 9 involves optional verification of the model based upon an
independent data set derived from a different monitoring period. Model
options and calibration factors are held constant, and performance is .judged
based upon a comparison of observed and predicted nutrient, chlorophyll-a, and
transparency profiles. This procedure 1s especially recommended in systems
with significant year-to-year variations in hydrology, loading, and pool water
quality conditions or in cases where extensive calibration is necessary.
Reiteration of previous steps may be required to improve model performance
over the range of monitored conditioms.

Step 10 involves application of the model for diagnostic purposes, based
primarily upon Output Format 7. Observed and predicted concentrations and
diagnostic variables are listed and ranked against the model development data
set. Diégnostic variables (Table IV-6) reflect the relative importance of
phosphorus, nitrogen, and light as factors controlling algal productivity.
Results are reviewed to ensure that controlling factors are consistent with
the chlorophyll-a and transparency submodels employed.

The model 1s applied to predict the impacts of alternative loading con-
ditions or management strategies in Step l1l1. This involves modifying the CASE
file to reflect a particular set of conditions, running the model, and compar-
ing predicted and existing conditions. To facilitate the latter comparison,
multiple loading scenarios can be specified within a single file (see Segment
Scheme 4 in Figure IV-3). Alternatively, separate CASE files can be generated
for each loading condition to be evaluated,

In applying the model to predict future conditions, diagnostic variables

are checked to ensure that controlling factors are consistent with the
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chlorophyll-a and transparency submodels., For example, 1f a phosphorus—
limited chlerophyll-a submodel (e.g., & or 5 in Table IV-2) is applied to
existing conditions in Step 8, model predictiong will be invalid for a future
loading comndition, which causes a switeh from phosphorus- to nitrogen-limited
conditions. Similarly, if the phospherus sedimentation model does not account
for inflow phosphorus availability (i,e,, differences in respounse to ortho-P
vaersus nonortho-P loadings) predictions of future conditiong involving a sig-
nificant change in the ortho-F/total P load ratic will be iovalid,

Scenardo B - Existing Reservoir with Pool
Water Quality Data Only

Under Application Scenaric B, BATHTIUB is used to summarize and rank
water qualicy conditdions and contrelling factors in spatial segments
representing different reserveirs or different areas within one reservoir,
Comparisons are based upon observed water quality conditions and reservoir
morphometric characteristics, The serformence of variocus nutrient/
chlorephyll-a and other eutrophication response models can be tested., This
type of analysis can be applied in the absence of putrient loading and water
balance information, It ia essentially descriptive or diagnostic in nature
and does not previde a predictive basis., Calculations are outlined in
Table IV~11, according to the same general outline used for Scenardio A,
Because water and nutrient balance calculations ave not performed, Steps 4-7

and 11 are not involved.

Scenario € — Exlsting or Proposed Reservoir
with Loading Data Only

Under Application Scenavic €, BATHITUB 4s used to predict water quality
conditions in a future reservolr or In an existing reservolr lacking observed
water quallty data. 5Steps are outlined in Table IV-12, Lack of observed
water quality data precludes calibration and testing of diffusive transport,
nutrient sedimentation, and entrophication response wodels. Accordingly,
¢certain steps are missing or abbreviated, as cowmpared with Scenario A,

Note that model predictions for future reservoir refer £o steady-state

conditions and do not apply to the initial "reservolr aging” period, during
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which significant "intrernal”™ lecadings may occur ass a resule of nutrient
releases from dnundated solls and vegetation. The reservoir aging period is
inherently dynamic and uot sulted for direct simulation via the steady-state
algorithms used in BATHTUB. Approximate estimates of conditions duriog the
reservoir aging period may be derived by specifying addicionzal nutrient
sources (treated as external) of the appropriate magnitudes, based upon 1it-

erature reviews and/or field data.
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ORGANIZATION OF BATHTUB INPUT FILE

GROUP 1 - TITLE

GROUP 2
QUTPUT FORMAT OPTIONS

GROUP 3
MODEL OPTIONS

GROUP 4

ATMOSPHERIC LOADING AND
NUTRIENT AVAILABUHATY FACTORS

GROUP &
MISCELLANEQUS PARAMETERS

GROUP &

SUMMARY DISCHARGE INFORMATION:
TRIBUTARIES, POINT SOURCES, AND QUTFLOWS

|

GROUP 7

BUMMARY CONCENTRATION INFORMATION:
TRIBUTARIES, POINY SOURCES, AND OUTFLOWS

GROUP &
MODEL SEGMENTS AND CALIBRATION FACTORS

GROUP 9
MODEL SEGMENT MORPHOMETRY

|

GROUF 1§
POOL WATER GUALITY DATA SUMMARIES
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BATHTUBR DATA GROUP 1 -~ TITLE

FORMAT (BA8)

BATHTUB DATA GROUP 2 - QUTPUT FORMATS

FORMAT {(12,1%,11}

PO = PRINT OPTION NUMBER
S = SELECTLION (0 = DO ROT PRINT, OTHERS GIVEN BELOW)

PO OUTPUT FORMAT SELECTION CODES

01 LIST INPUT CONDITIONS 1=YR§

02 HYDRAULICS AND DISPERSION 1=YES

(3 CGROSS WATER AND MASS BALANCES 1=0BSERVED CONCS, Z=ESTIMATED

04 DETATILED BALANCES BY SEGMENT 1=0DBESERVED CONCS, 2Z=ESTIMATED

05 BALANCE SUMMARY BY SEGMENT 1=0BSERVED CONCS, 2=ESTIMATED

06 COMPARE OBSERVED AND PREDICTED  1=ALL, 2=AREA-WTD MEANS ONLY

87 DIAGNOSTICS 1=ALL, 2Z=ARFA-WTD MEANS ONLY

08 SPATIAL PROFILE SUMMARY 1=ESTIMATED, 2=ESTIMATED & OBSERVED
09 PLOT 0OBS. AND PREDICTED VALUES  1=LINEAR $CALE, ?=GEOMETRIC SCALE
10 SENSITIVITY ANALYSIS 1=CONSERY, 2=TOTAL P, 3=TOTAL N
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PROJECT:

TITLE

BATHTUB DATA GROUP 1

BATHTUB DATA GROUP 2 — QUTPUT FORMAT OPTIONS
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BATHTUB DATA GROUP 3 - MODEL OPTIORS

FOBMAT(IZ2,1X,T1}

MO = MODEL OPTION NUMBER

8

Mo

Gl
02

63

G4

05

04

07
08

a9

MODEL OPTIONS

CONSEERVATIVE TRACER
? SEDIMERTATION MODEL

N SEDIMENTATION MODEL

CBLOROPHYLL. A MODEL

SECCHI MODEL

DISPEREION MUDEL

P CALIBRATION METHOD

B CALIBRATION METHOD

ERROR ANALYSIS

= SELECTION (0 = DO NOT CALCULATE, OTHERS GIVEN BELOW)

SELECTIONS

1=COMPUTE MASS BALANCES

1=SECOND ORDER, AVAILABLE P

2=3ECOND CORDER DECAY RATE FUNCTION

3=5ECOND ORDER

G=CANFIELD AND BACHMAN

5=VOLLENWEIDER

6=3IMPLE FIRST ORDER

7=FIRST ORDER SETTLING

I=SECORD ORDER, AVAILABLE N

2=8ECOND ORDER DECAY RATE FUNCTION

3=S5ECOND ORDER

4=BACHMAN ~ VOLUMETRIC LOAD

5=BACHMAN - FLUSHING RATE

=S TMPLE FIRST ORDER

7=FIRST ORDER SETTLING

I=N, P, LIGHT, FLUSHING RATE

2=p, LIGHT, FLUSHING RATE

3=p, N, LOW-TURBIDITY

4P, LINEAR-

5=JCNES AND BACHMAN

1=8ECCHTI ¥5. CHLA AND TURBIDITY

2=5ECCHI VS. COMPOSITE NUTRIENT

3=3ECCHT VS, TOTAL P

1=FISCHER'S DISPERSTION EQUATION

2=FIZED DISPERSION RATE

3=INPUT EXCHANGE RATES DIRECTLY

1={BECAY RATES} x (CALIBRATICN FACTORS)

2={CONCENTRATIONS) = {CALIBRATION FACTORS)

1= (DECAY RATESY x (CALIRRATION FACTORS)

2=(CONCENTRATIONS) x {CALIBRATION FACTORS)

1=COMPUTE USING INPUT DATA ERROR AND MODEL
ERRCR

2=COMPUTE USING INPUT DATA ERROR ONLY
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PROJECT:

RATHTUB DATA GROUP 3 — MODEL OPTIONS
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BATETUBR DATA GROUP 4 — VARIABLES

FORMAT (12,1%,A8,3F7.0)

v = YARTABLE SUBSCRIPT RUMBER

KAME = VARIABRLE NAME

ATH = ATHMOSPHERIC LOADING {KG/KM?*YR)

oV = COEFFICIENT OF VARIATION OF ATMOSPHERIC LOADING RATE

AVAIL = AVAILABILITY FACTCGR USED TO COMPUTE INFLOW AVAILABLE P AND N

FROM INTLOW TOTAL P, ORTHO-P, TOTAL N, AND INORGANIC R

SUGGESTED AVAILARILITY FACTORS

P, N MODEL 1 OTHER MODELS
TOTAL P 0.33 1.0
TOTAL N 0.59 1.0
ORTHO P 1.93 0.0
INORG W 0.79 0.0
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PROJECT:

BATHTUB DATA GROUP 4 — ATMOSPHERIC LOADING
AND NUTRIENT AVAILABILITY FACTORS
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BATHTUB DATA GROUP 5 ~ MISCELLANEGUS PARAMETERS

FORMAT {12,25%,F10.0,F7.0)

ib = PARAMETER SUBSCRIFT
LABEL = PARAMETER TAREL

MEAN = MEARN ESTIMATE

oy = COEFFICIENT OF VARIATION

ENTRIES 1-4 MULTIPLIED RY SEGMENT-SPECIFIC VALUES IN DATA GROUP 9
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BATHTUB DATA GROUP & - SUMMARY DISCHARGE INFORMATICH FOR TRIBUTARIES,

SOURCES, AND OUTFLOWS

FORMAT (212,13,1X,248,3F10.0)

INCLUDE ONE RECORD FOR EACH TRIBUTARY, DISCHARGE, WITHDRAWAL, OR
ESTIMATED GROURD-WATER INPUT (MAXIMUM OF 29 RECORDS)

ID = IDENTIFICATION NUMBER, IN INCREASING ORDER

T = TYPE CODE: 1 = GAUGED TRIBUTARY
2 = UNGAUGED TRIBUTARY, DIRECT RUNOFF, GROUND WATER
3 = POIRT~-SOURCE DISCHARGIRG DIRECTLY INTO RESERVOIR

POGL .

4 = RESERVOIR GUTFIOW OR WITHDRAVAL

Is = MODEL SEGMENT FUMBER (REFERS TG DATA GROUP B)

NAME = 16-CHARACTER NAME

DAREA = CONTRIBUTING DRAINAGE AREA (KM }

FLOW = MEAN FLOW RATE OVER BALANCE PERIOD {BM YR)

v = CQOEFFICIERT OF VARIATION OF MEAR FLOW ESTIMAILE

IVA-10
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PROJECT:

BATHTUB DATA GROUP 6 — SUMMARY DISCHARGE INFORMATION
FOR TRIBUTARIES, POINT-SOURCES, ARD OUTFLOWS

B

AW

E TT] , DIAIRIE]A FILIO W

ks et d s, Jek (D IED I EI TR D [ [ €D [ ]~ |
LIRS -t (DO~ NN & O INy] -aiey

[y
L=

(CONTINUED)

PAGE 1 OF 2 FAGES



PROJECT:

BATHTUB DATA GROUP 6 — SUMMARY DISCHARGE INFORMATION
FCR TRIBUTARIES, POINT-SOURCES. AND QUTFLOWS

Ti 115 INJAME DIAIR|ELA FiL 0w cN

Z1-YAI

CHIPS i PP IR IPS PO IR TR PRSI b ] ok | b | i ek v
e R R e R e A B L R e B - =R I e o) R
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BATHIUR DATA GROUP 7 - SUMMARY CONCENTRATION INFORMATION FOR
TRIBUTARIES, SOURCES, AND CUTFLOWS

FORMAT (12,14,5(F7,.0,F5.3)

INCLUDE ONE RECORD FOR EACH RECORD IN DATA GROUP 6

i = [DENTIFICATION RUMBER, IN INCREASING ORDER (REFERS TO DATA
GROUP 6}

CONS = CONSERVATIVE SUBSTANCE

TOTALP = TOTAL PHOSPHORUS

TOTALN = TOTAL NITROGEN

ORTHGP = ORTHO-PHOSPHORUS

INGHEGN = INGRGANIC NITROGEN

cv = COEFFICIENT OF VARIATION OF PRECEDING CONCENTRATION

Iva-i3
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PROJECT:

BATHTUB DATA GROUP 7 — SUMMARY CONCENTRATION INFORMATION
FOR TRIBUTARIES, POINT-SOURCES, AND OUTFLOWS

Slnlmlamlocloolololaclalals 1—
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ST-VAL

[« R ECRESE R RS RS ER) ES R Y P e D DU B i

PROJECT:

BATHTUB DATA GROUP 7 — SUMMARY CONCENTRATION INFORMATION
FGR TRIBUTARIES, POINT-BOURCES, AND OUTFLOWS

v}
=1
3

oV

Tio[T{AlLlPl ICiv Tio[TIAILING [clv olR TGPl IclV

oirRiGIN |clv

2 I (00| ~d 1 Ch 1an | o G0 I3 | = G5 | 8 L6 | | €5 12T
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BATHTUE DATA GROUF 8 - MUODEL SEGMENTS AND CALIBRATION FACTORS

FORMAT (12,213,1X,248,6F5.0)

INCLUDE ONE RECORD FOR EACH MODEL SEGMENT, MAXIMUM OF 14

18 = SEGHMENT IDENTIFICATION NUMBER, IN INCREASTNG ORDER
JO = DOWNSTREAM SEGMENT NUMBER (RECEIVES ADVECTIVE OQUTFLOW FROM
SEGMENT 15)
= [, IF ADVECTIVE QUIFLOW GOES OUT OF THE SYSTEM
JG = SEGMENT GROUP NUMBER, TDENTIFIES DIFFERENT RESERVOIRS

15, I¥ EACH BEGMENT REPRESENTS A DIFFERENT RESERVOIR
1. IF ALL SEGMENTS ARE IN THE SAME RESERVOIR
SEGMENT NAME

1 % %

NAME
CALIBRATION FACTORS (HOBMALLY = 1.9)

KP = PHOSPHORUS
KN = NITROGEN

EC = CHLORQPHYLL A

K5 = SECCHY

KO = HYPOLIMNETIC OBYGEN DEPLETION
KD = DISPERSION

IVA-16
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PROJECT:

BATHTUB DATA GROUP 8 — MODEL SEGMENTS
AND CALIBRATION FACTORS
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BATHTUB DATA GROUP 9 - MODEL SECGMENT MORPHOMETRY

FORMAT (12,1%,4F5.0,7F6.0}

THCLUDE ONE RECORD FOR EACH SECMENT IDENTIFIED IN DATA GROUP 8

I = SEGMENT IDENTIFICATION NUMBER, IN IBCREASING ORDER
PERD = LEHGTH OF AVERAGING PERIOD

PREC = PRECIPITATION

EVAP = TOTAL EVAPORATION

STOR = INCREASE IN POOL ELEVATION

LERG = SEGMENT LENGTH

AREA = SURFACE AREA

ZHN = MEAN DEPTH

ZMIX = MEAN DEPTH OF MIXED LAYER = VOLUME/SURFACE AREA
ZHYP = MEAN DEPTH OF HYPOLIMNION

CV = COEFFICIENT OF VARIATION FOR PRECEDING VALUE

IVa-18



BATHTUB DATA GROUP 9 — MODEL SEGMENT MORPHOMETRY

PROJECT:

Clv

ZH|Y|P

C|v

ZMETAINT Tzl T

A|RIE [A

{elv]alp] Is|tlo[r] [t[eIn]a

1{S| |PE|R{D| [PIRIEIC

0|1

0{2

0/3

04
015
06

0|7

08

019

10
11

112
13
114
0|0
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BATHIUB DATA GROUP 10 ~ POOL WATER QUALITY SUMMARIES

FORMAT (12,1X,10F6.0)

INCLUDE TWO RECORDS FOR EACH SEGMENT IDENTIFIED IN DATA GROUP 8

RECORDS ARE PATRED (MEAN FOLLOWED BY CV OF MEAN}

18 = SEGMENT IDENTIFICATION NUMBER, IN INCREASING GRDER
TURB = NONALGAL TURBIDITY

GONS = CONSERVATIVE SUBSTANCE

TP = TOTAL PHOSPHORUS

TH = TOTAL NITROGEH

CHEA = CHLOROPHYLL A

SEC = SECCHL DEPTH

ORGH = QRGANIC NITROGEN

PP = TOTAL P -~ GRTHO-P

HODV = HYPOLIMNETIC OXKYGENW DEPLETIOR RATE, NEAR-DAM
MODY = METALIMNETIC OXYGEN DEPLETION RATE, NEAR-DAM

IVA~20
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PROJECT:

BATHTUB DATA GROUP 10 — POOL WATER QUALITY

SUMMARIES
tist Tlula N cluiLial | isiele olRlGIN oyl | IMojoiv
B
ol
iz
Bl
0l |
ol
ol4
g4
85
815
0i8
ol
017
ol7

(CONTINUED)
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PROJECT

BATHTUB DATA GROUP 10 — BOCL WATER CGUALITY
SUMMARIES

T&ﬁﬁ CIBINGS TiF TN CiHiLIAl 1 IBEC GIHIGIN gL ROV | DIy

MEAN
cv
MEAN
Ly
MEAN
cv
MEAN
R
MEAN
v
HEAN
cv
MEAN

oy

G wdh ] ek | e | oo ] oo | ek | sk f ol § i § oo | G 18T €S R CS ] e
R ) Be P 140 €0 TR P 4 e | €20 Tyn 00 100 (00 100
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BATHTUB - EXAMPLE INPUT FILE

Keyatone Reserveir, Oklahoma

PG
01
02
03
o
05
06
07
08
09
10
a0
40
01
02
@3
04
05
06
07
ug
0%
00
v
ol
0z
03
04
05
GO

QUTPUT FORMAT OPTIONS-~--—-mm—rew
LIBT INPUT CONDITIONS
HYDRAULICS AND DISPERSION
GROSS WATER AND MAUS BALANCES
DETATLED BALANCES BY SEGMENT
BALANCE SUMMARY BY SEGMENT
COMPARE OBSERVED AND PREDICTED
DIAGNOSTICS

SPATIAL PROFILE SUMMARY

PLOT OBS. AND PREDICTED VALUES
SENSITIVITY ANALYSIS

PG e b B DN B B e G0

MODEL OPT IONS——— ™
CONSERVATIVE TRACER

b SEDIMENTATION MODEL
N SEDIMENTATION MODEL
CHLOROPHYLL~2 MODEL

GROUP 1-TITLE

GROUP 2- OUTPUT FORMAT OPTIONS

GROUFP 3- MODEL QFPTIONS

SECCHI MODEL
DISPERSION MODEL

¢ CALIBRATION METHOD
N CALIBRATION METHOD
ERROR ANALYSIS

bbbt et et et e b e £ 03

CONSERV 0. 0. it

LABEL -~ =AM w Yoo AU&ILWWW
TOTAL P 30. .33

ORTHO P 15, 1.93

.5
TOTAL N 1000, .5 .59
-
IHORG N %00. .5 79

(CONTINUED)

GROUP 4- ATMOSPHERIC LOADING AND
NUTRIENT AVAILABILITY FACTORS






e=HgAT

18 J0 JG HAME- - - L R L e e

G102 01 AREANSAS UPPER 1.0 1.0 1.0 1.0 1.9 1.0

02 O3 01 ARKANBAS MID .o 1.0 1.0 1.0 1.0 1.0

03 47 01 ARKANSAS LOWER 1.¢ 1.0 :1.0 1.0 1.0 1.G

04 ¢5 01 CIMARRON UPPER 1.0 1.0 1.¢ 1.0 1.0 1.0

(5 06 01 CIMARRON MID 1.0 1.0 1.0 1.0 1.0 1.0

06 07 01 CIMARRON LOWER 1.0 1.0 1.0 1.0 1.6 1.0

07 G0 01 DAM AREA 1.¢ 1.0 1.0 1.0 1.0 1.0

oo o

IS PERD~PREC-EVAP-STOR-LENG--ARER--ZMEAN-ZMIX--CV--wrZHYP-~ (V- - ]
@L 1.0 1.6 1.0 1.0 150 8.4 1.2

02 1.¢ 1.0 1.0 1.0 15.0 25.2 7.2

31,0 1.¢ 1.0 1.0 150 25.2 8.8

04 1.0 1.0 1.0 1.0 15.0 8.4 2.6

05 1.0 1.0 1.0 1.0 15.0 12.6 V.2

96 1.0 1.0 1.0 1.9 15.0 21 0 16.5

07 1.0 1.0 1.0 1.0 4.0 8.4 13.1

0o -
I8 TURB—~CONS--TP-—--TNww ww{ HLA=~SECw ~~ORGN - - PP- -~ ~HODV--MODV-- 7]
Gl 367, 1575, 4. 0.2 856, 250.

01 L0916 .82 19 14 18

02 2.6

02 .4

03 14%. 1303, Z.8 0.4 523, 48,

03 .14 06 .48 L300 .09 22

04 234, 1077, Z3.7 0.2 700, 148,

04 A1 L1200 .53 U580 .06 .24

05 136, 10%%. 2.2 ©.4 573, 51

a5 L1500 0% .8l L2300 .05 L16

1S 9. 1079, 8.7 0.6 508, 37.

06 .13 .10 .44 250 .07 .15

07 145, 1277. 3.6 0,5 453, 34,

o7 g 08 L8y L2480 LGE L0

Do w

(END OF FILE)

BATHTUB - EXAMPLE INPUT FILE

GROUP 8- MODEL SEGMENTS ANG
CALIGRATION FACTORS

GROUP §- MODEL BEGMENT
MAORPHOMETRY

e —GROUP 10 - POOL WATER QUALITY

DATA SUMMARIES






BATHTUB - DOCUMENTED SESSIOR

CUTPUT FORMAT 1 - LIST INPUT CONDITIONS

BEATHTUSB - VERSION 2.0
KEYSTONE KESERVOIR, OHLAHOMA
PRINT OPTION CODES: 1 1 1 2 2 2 2 1 23 2

ROLEL QFTIONS:

OPTION: 1 SELECTION: O conserv substance nobt computed
BPTION: 2 SELECTION: 1 p decay -~ Z2nd order,svail o
OFTIONT 3 SELECTION: 1| n decay - 2nd order, avail n
DPTION:; 4 SELECTION: 1 ¢hla ~ p, n, light, &
GFTION: 5 SELECTION: | secchi - ws. rhla and turbidity
OPTION: & SELECTION: 1 dispersion ~ fischer-nuneric
GPTION: 7 SELECTION: 1 p calibration - decsy rates
OFTION: B SELEETIONI 1 n calibration - decay rates
BPTIONT 9 SELECIION: 1 error zsnalysis - model and data
ATHOSPHERIC LOADINGS AVAILAEILITY

VARIARLE KG/EKZ-YR Ly FALTOR

1 COWNSERV $.00 ¢.00 0.0¢

2 TCGTAL P 36¢.00 .50 $.33

3 TOTAL N 1000.00 0,50 0.59

4 OGRTHD P 15.00 4.50 1.93

5 INORG ¥ 566,00 0.30 0.79

FARANETEE MEBH ME

1 FERIDE YES $.4320  0.000

& PRECIPITATION H 0.530  0.200

3 EVAPORATION # 0.900 0.30¢

4 INCREASE IN STORAGE M $.000 0,000

T FLOW PALTDE 1,000 0.000

& DISPERSION FACTOR 1.006 ¢.700

7 AREA KM 109,200 §.000

8 YGLUME HH3 BE3.060 0.0G0

ve-1



BATHTUB - DOCUMENTED SESSION

QUTPUT FORMAT 1 - LIST INPUT CONDITIONS {CONTINUED]

TRIBUTARY DRAINAGE AREAS AND FLOWED

I TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF HMEAN FLUM
3 4 7 ARKANSAS CUTFLOM 162804.0 10536.0 8.100
2 1 1 ARKANSAS INFLGW 133625.0 6770.0 £.100
3 1 1 HELLROARIRNG 2.7 10.0 0.100
4 1 4 CIHARRGH 38939.0 573.0 0,108
b i 4 LAGOON 1230 37.9 0,100
65 2 1 UMGAUSEL-SER 1 6G0.0 216.90 06.200
72 2 UNGAUGED-5ES 1 406.0 143.0 g, 209
g 4 UHGAUBED~BES 4 2440.0 736,¢ 3.200
a9 2 % UNGARGED-SEG o 156.0 45,0 G.30¢

1t 2 & UNGRUGED-SEGR & 4QG.0 1320.9 4,200

13 3 1 CLEVELAND STFS 0.0 1.9 3.200

12 3 4 CIMARRON BIFS G.0 1.9 G.20¢

13 3 L MANNFOED BIP 0.0 1.2 3.200

TRIRUTARY CONCERTREATIONG: HMEANFCY

i COHGERY TOTRL P TOIAL GRTHO P INORG N
1 0.070.00 109.670.04 1464.0/0.10 86.0/0.16 771.0/0.33
2 0.0/0.00 870,070,346 2467.0/0.15 188.4/¢.09 500.0/0.30
3 0.0/0.00 73007032 1639.070.06 12.0/0.0% 268.0/0.06
4 0.0/0.00 3564.0/0.11 1884.0/0.09 133.0/70.07 AB3.0/0.17
5 0.90/0.08 15¢.078.193 1940.0/0.06 22.0/0.16 431.0/0.33
) 0.06/0.00 72.070,30 1639.870.30 12.0/¢.30 IE8.0/0.30
7 G.0/0.00 723.0/0.30 1639.0/0.3¢0 12.0/0.30 268,0/0.30
8 0.0/6.00 150.8/0.30 1940.6/0.30 22.06/0.3¢ 431.670.36
9 G.0/0.00 150.0/6.30 1944.0/0.5¢ 22.0/70.30 431.0/0.30

10 0.0/0.00 150.0/0.30 1940,4/0.30 22.0/0.30 431.0/0.30

il B.0/0.00 4535.0/0.00 1360%5.0/0.00 453%.0/0.400 13603.0/6.00

12 §.0/0.00 14261.0/0.00 3B456.0/0.00 TAZ261.0/0.080  38456.0/0.00

13 0.0/0.00 11353.076.00 3400.0/0,00 1135.0/70.00 3400.0/0.00

HOUEL SEGHENTS:

------- CALIBRATION FACTORE ~—---—

S5EG QUIFLDW GROUP MANME F OGED N BED  CHL-B BECCHT  HbD DIBPERS
1 2 1  ARKANSAS UPPER 1.6 1.6¢ 1.04 1.60 1.60 1.40
2 3 1 ARKANSAS HID 1.80 1.00 1.0¢ 1.00 1.09 1.00
3 7 1 ARKANSAS LOMER 1.08 .00 1.06 1.00 .00 100
4 N 1 CIKRAERDN UPRER 1.0¢ 1.00 1,00 1.90 1.40 1.60
5 & I CIMARRON HID 1.00 1.00 1.00 1.00 1.00 1.40
& 7 1 TINARRON LOWER 1.0¢0 1.06 1.00 1.00 1.00 1.40
7 0 1 DAM AREA 1.89 1.040 1.00 1.00 1.00 1.00

AREA SCALE FBLIDK = 1.600, REPTH SCALE FACIOR = 0.956

IVC~2



BATHTUS - DOCUMENTED SESSION

QUTPUT FORMAT 1~ LIST INPUT CONDITIONS (CONCLURED]

SEGHENT HMORFHOMETRY: HEAN/CV

PERIDE STORAGE
LERGYTH- PRECIP  EvaP IMCREA LEMGTH  ARER ZHEAM ZRIX IHYP
I ¥YEARS HETERS METERS METERS KH KKZ H ] #
H G.42 0.85%  6.90 0.00 15,00 B.40 1.80 L.10/0.13 0 €.90/0.00
2 §.42 0.53 4,30 0.00 15,00 25.20 7.7 L.PIs0.1Z0 06.0070.00
3 .42 0,83 G.9¢  0.00 15.00 35,20 B.77  B6.37/0.12  0.00784.00
4 G.42  0.53 9.90 0.00 13.60 8,40 5,39 Z2.64/0.12  §.00/0.00
g .42 0.83 0,30 0,00 13,00 13.60  7.17  LL7R/0.12 0 0.00/0.00
& 6,42 0.%3  0.%0  £.00 15.00 Z1.00 1046 G.B9/C.12  0.00/0.00
? 0.42 0.53 9.3¢ 0.00 4.00 H.40 13,05 7.4970.12 0 4,000,000
TOTAL ARER (KH2D = 109.2¢ TOTAL WDRLUME (HH3) = §53.00

ORSERVED WATER QUALITY:
GEGMENT  TURBID CONSER ITOTALP TOTALn  {HL-A SBECCHI UORG-« TP-0P  HWOBY  HODV

1 KHERNT  3.45 0.0 387.0 1875.0 62,0 4.2 BEG.
.

¢ 2590.0 0.0 0.0
cy: 0.39  9.00 0,09 0.15 0.6 0,19 4

G.16 0.00 0 0,00

faes

BEAN 260 0.0 0.0 ¢.0 0.0 .0 8.0 3.0 0.0 2.9
cvy .40 0,00 0.00 0,00 G.00 0.00  £.00 U.00 ¢.00 - 0.00

3 MEAH: 243 9.0 14%.0 1303.0 2.8 0.4 B523.0  48.0 9.0 3.0
T .31 0.80  0.14  0.06 0.48B 0.30 $.09 .22 0.00 0,00

4 MEAN: 3.41 0.0 234.0 1077.0 23.7 0,2 700.0 148.0 0.0 G.0
£Vl $66 0 B.00 0.11 0 0.1d 0 0.3 0.8 L0600 U.38 0 G000 0.00

5 MEAN: .32 9.0 130.0 1099.0 7.2 0.4 573.0  51.¢ ¢.¢ ¢.0
Lve 025 008 0,18 0,09 ¢.8)  0.23 D05 4.16 0 €.00  2.00

a0g.0 0 37,0 .0 2.¢

G MEAHD 1.4% G.8 93,0 1079.0 8.7 0.6
A% 0407 0L1% 0 0.00 0,00

s 0.30 0,00 0.13  $.10  ©.44 0

7 HERH: 1.91 6.0 1a3.0 1277.90 3.6 0.5 453.0 34,90 0.9 0.0
Y 0,30 0.04  ¢.18 S.05 0.8 0.29 0.02  0.80 0,00 G.00

GPTION CODES FOR DUTPUT FORMAT 10 {1 SHOWN ABQVE]
U= PRINT MODEL OPTIONS ONLY
T =FPRINT ALL INPUT CONDITIONS
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BATHTUB - DOCUMENTED SESSION

QUTRUT FORMAT 2 - HYDRAULICS AND DUSPERSION

KEYSTOME RESERVOIR
HYRRALDLIC AND DISPERSION FARAHETERS:

HET RESIDENLCE CROSS HEAR ~---DIIGPERSIOH----- EXCHANGE

INFLOW TIME  SECTION VELDEITY ESTIMATED  NUMERIC RATE

SEG HM3/Yk ¥kS HAKH HH/YEH KM271R KHI/TR HHA/YR
1 5989,60 ©.00144 J.beY i0447.4 281908, 78318, 9H8%.

2 7110.45 0.02542 12.048 590.2 31833, 4436, 22613,

& 70688.20 0.43116 14.726 4B81.4 21936, 3610, 17941,

4 3338.60 0.00652 1.48¢ 23%2.1 32461, 17366, 1469,

500 3372.3% 0 0.035679 6.0234 559.8 7549, 41499, 13446,

L 2475.00 0.063%0 14.642 237.3 G473, 178¢. 43543,

7 10535.80 g.0l03B 27,401 385.2 19638. 770, @.

NOTES:
SOLUTION TO FLOW BALANCE INDICATED IN QUTFLOW COLUMN
REFIDENCE TIME = SEGMENT VOLUME/SEGMENT CUTELOW
CROSS SECTION = MEAN DEPTH x SURFACE AREAJLENGTH
MEAN VELOCITY = SEGMENT LENGTH/RESIDENCE TIME = OUTFLOW/CROSE-SECTION
DISPERSION ESTIMATED ACCQROING TO MODEL OPTION 6
NUMERIC DISPERSION » LENGTH x MEAN VELQCITY/Z
EXCHANGE RATE = BULK EXCHANGE WITH DOWNSTREAM SECGMENT,
={EST. LHSP. - NUM. DISP.] x CROSS-SECTION/LENGTH

OPTION CODES FOR DUTPUT FORMAT 20 {1 SHOWN ABOVE)
0=DONOTPRINT
P =PRINT
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BATHTUEB - DOCUMENTED SESSION

OUTPUT FORMAT 3- GROSS WATER AND MASS BALANCES

GRDSS WATER BALANCE:

DRAINAGE AREA

In 1 LOCATION

K2

~~w- FLOW (HH3/YR} ~-m-

HEAN

VAR IANCE

&y

RUNOFF
M/YER

4 ARKAHSAS DUIFLOW
1 ARKANSAE INFLOW

1 HELLROARING

1 CIRARRON

i LasRuR

4 URGAUGED-BED
Z UNGAUGED-SEG
2 UNGARUBED-BEG
2 UNGAUBED-BEG
2 UNBAUGED-SEG
3 CLEVELAND STP5
3 CIMARRON 8TIPS

3 HANNFORD 81F

e L5 e B b

1632804.0
123625.0
27.7
34925.0
123.¢
600. g
406.90

10556.0
G776.0
16.0
2572.¢0
3z.0
2i6.0
143.¢
736.8
48.¢0
12¢0.0

1.4
1.0
1.0

G.111E+07
&, 458E+06
0.100E+01
0. 6BLE+0S
G.1378+02
G.187E+04
(. BIBE+GE
T.317E+65
0.BIGE+GR
B.E7GE+03
G.400E-01
&.400E-01
{.400E-21

PRECIFITATION

EXTERNAL INFLOMW
#AATOTRL INFLOW
*AkTUTAL OUTFLOW
AAKEVAFDRAT ION
k4ABTORASE INCREASE
#kAMATER HALANCE ERROR

1¢9.2
162694.7
162803.9

137.8
10852.0
14789.8
10556.0

234.0

0.0
=$.2

0.760E+03
G.550E+06
§.350E+06
O.111E+07
0.493E+04
$.000GE+0]
0. IB7E+47

Ive-5



BATHTUB - DOCUMENTED SESSION

QUTPUT FORMAT 3 - GROSS WATER AND MASS BALANCES {DONTINUED)

GROSS MASS BALANCE BRASED UPGH  OBSERVEPR CONCENTRATIONS
COBPONENT TOTAL P

“““““ LOADIRG www= www URRIANCE ~~- CONL  EXPORY
i T LOCARYIDN KGAYR  XLI) KE/YReag (D) LY HG/HY  HG/AHM2
1 4 ARKRNSAS OUTFLOB  1150604.0  25.8 0.154E+l1l 4.8 8,108 109.9 7.1
2 1 ARKANBAS INFLOW A337880.5 V4.8 0.303E+12 %4.9 §.166 £33.D 7.0
3 1 HELLEOARING 469,12 0.0 G.750E+04 8.0 0.1B3 46,3 16.%
4 1 CINMRRRON 964%158.1  21.7 0.158E+1l 4.9 0,130 376.8 27.7
5 1 LAGOON 3462.5 Gol 0.473E+06 8.0 0.203 83.0 27.7
f 2 UNGRUGED-SEG 1 10134.7 0.2 0.134E+08 8.0 0.361 46.9 15.9
7 2 UHGAUGED-3EG 2 &709.6 0.2 0.585E+07 0.0 0.361 46.9 16.8
B 3 UNGRUGEDR-SEL 4 £7682.5 1.5 0.596E+09 0.2 0.361 93.0 i7.7
9 2 UNGAUGED-BEG 3 4138,2 0.1 D.Z223E+07 0.0 0.361 92.¢ ar.6
10 2 UNGAUBED~SEG & 11035.2 0.2 0.158E+08 8.0 0,361 23.¢ 7.6
11 3 CLEVELAND BTPS 1024%.1 0.2 0.420E+07 8.0 0.200 102349.1 0.8
12 3 CIMARRON STP8 33229.9 0.7 0.416E+0H G.0 0.200 32339.9 0.0
13 3 HANWFORD &TP 2563.1 0.1 0.063E+086 .0 0.2300 23635.1 0.4
FRECIFITATION 4242.4 0.1 0.,4508+07 6.8 0.500 30.8 38.8
EXTERNAL IWFLOMW 4485656.0 99.% G.322E«13 102,90 0.127 418.3 27.4
kxATOTAL INFLOW 4459892.0 190.0 0.323E+1% 100.0 0.127 413.3 7.4
#raT0TAL OUTELOUW 1150604.0  25.8 ¢.154E+11 4.8 ¢.108 109,09 7.1
#hASTORAGE INCEEASE .0 0.9 G.O00E+0] 8.4 0.000 G4 &8
RAANET RETENTION 3309288.0¢ 74.2 0.3A7E+12 104.8 0.17% 8.9 2.6

HYBRAULIC e TOTAL P ~--=-mmmmemmme

OVERFLOW RESIBERCE POOL RESIDENCE TURNOVER REIENTION

RRTE TINE CORD TINE RATIC COEF
H/YR YRS BG/H3 TRE - -
96.66 0.0808 163.6 G.0313 13.4269 0.6139

Wi s Wl W R o, i S 1 o Y Y O WO D9 R YR 9 N T A R R T B A T L Ry LA S e e iy My 3 e o o o vy o e i o o e e e o Wi . oy o v Y B e e e
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BATHTUB - DOCUMENTED SESSION

DUTPUT FORMAT 3 - GROSS WATER AND MASS BALANCES (CONCLUDED)

ROTES:
TABLE REPEATED FOR EACH COMFPONENT
o = TRIBUTARY IDENTIFICATION NUMBER
T = TRIGUTARY TYPE CODE (1=GAUGED, 2=UNGAUGED, 3=POINT SOURCE, 4=DISCHARGE)
CV = QOEFFICIENT OF VARIATION
RUNOFF = WATER EXPORT FROM WATERSHED = FLOW/DRAINAGE AREA
EXTERNAL INFLOW = SUM OF EXTERNAL INFLOWS [TYPES 1. 2, OR 3}
TOTAL INFLOW = PRECIPITATION + EXTERNAL INFLOW
TOTAL QUTFLOW = SUM OF DISCHARGEAVITEDRAWAL FLOWS (TYPE 4}
WATER BALANCE ERBOGR = TOTVAL HNFLOW - TOTAL QUTFLUOW - STORAGE INCREASE - EVAP

% 1) = PERCENT OF TOTAL INFLOW LOAD R TOTAL INFLOW VARIANCE
EXPORT = MASS EXPORT FROM DRAINAGE AREA = LOAD/ORAINAGE AREA
CONC = FLOW-WEIGHTED MEAN CONCENTRATION = LOAL/FLOW

QVERFLUW RATE = (TOTAL INFLOW - EVAPORATION! / SUBFACE AREA
AYDRRAULIC RESIDENCE TIME = TOTAL VOLUME/ {TOTAL INFLOGW ~ EVAPQRATION}
POOL CONC = SREAWEIGHTED MEAN CONCENTBATION OVER ALL SEGMENTS
TOTAL P RESIOENCE TIME = TOTAL P MASS IN RESERVHR/TOTAL LOALING
TURNDVER RATIO = LENGTH OF AVERAGING PERIOD/TOTAL P RESIDENCE TIME
RETENTION COEF = § - P RESIDERCE TIME/HYDRAULIC RESIDENCE TIME

OPTION CODES OUTPUT FORMAT 3: {1 SHOWN ABOVE]
8= D0 ROV PRINT
1 = LISE OBSERVED POOL AND GUTFLOW CONCENTRATIONS TO COMPUTE
PHSTHARGE, CHANGE IN §TORAGE, AND MASS RESIDENCE TIMES
2= LISE ESTIMATED POOL CONCENTRATIONS
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BATHTUB - DOCUMENTED BESSION

CHITPUT FORMAT 4 - DETAILED MASS BALANCE BY SEGMENT

SEGMENT BALANCE BASED UFON ESTIMATED CONCENIRATIONS

CUMPONENT: TOTAL P

In T LOCATION

SEGMENT?
~== FLOW =--

HM3/YR

1 ARKANGAS UPPER

= LOAJ =e-
s KB/YR %

2080
Ma/H3

2 1 RRKANSAS INFLOUW
3 1 HELLEDARING

& % UNGALUGEL-SEA 1
1 3 CLEVELAND 5778

5770.C
16.¢
2160
1.0

i 3337880.%  6£5.4
i 469.2 0.0
.3 10134.7 0.3
Q 10249.1 0.3

PRECIFITATION
EXTERMAL [HFLOW
ADVECTIVE INFLOW
PIFFUSIVE INFLOW
A4ATOTAL INFLOW
GRUGED OUTFLOW
AOVECTIVE OUTFLOW
BIFFUSIVE QUTFLOW
A&ATGTAL QUTFLOY
AXXEVAPORATION
A%ASTORAGE INCREASE
Ax*HET REIENTION

16.6
6997 .0
0.0
9084.¢
16094, 4
0.0
£98%9.6
9084.8
16074.4
8.0
¢.0
0.0

1 326.3

9 3358733.0

0 0.0

N 1747660.9

0 5166119.% 1
D 5.0

4 2158271.7
e

4

1

4]

&

e
[~

o L0
Lo Tay
* 4 ¥ ¥

% @

JBOEZ39. 0
4363516.5
g.0
G.0
182609.0

#

=B o 8 R I O o O w38 Bl o O+ o o2

[N, -
T €2 Sl oE e B KT O3 B O LR S
»

wEr MY
O € oW B L KD D O WD L L3
L. ]

LR

]

ok 3 L3
* B 4 =
LB R R Ce G Ch e R ok B #3 B S B o o

£ Ge3 B Lotk
o £ 0
Lol w Sl i co ks Qe R B S v g =B |
P

® =

NOTES:

TABLE REPEATED FOR EACH SEGMENT AND COMPONENT

% =PERCENT OF TOTAL INFLOW TO SEGMENT (FLUW Of LGADI
ADVECTIVE INFLOW = ADVECTION FROM UPSTREAM SEGMENT
ADVECTIVE OUTFLOW = DISCHARGE TO DOWNSTREAM SEGMENT
DIFFUSIVE INFLOW = DIFFUSIVE TRANSPORT INTD SEGMENT
DHFFUSIVE QUTFLOW = DIFFUSIVE TRANSPORT QUT OF SEGMENT
TOTAL INFLOW = PRECIP + EXTERNAL + ADVECTIVE INFLOW + DIFFUSIVE INFLOW
TOTAL QUTFLOW = GAUGEDR QUTFLOW + ADVECTIVE QUTFLOW + DIFFUSIVE QUTFLOW
NET RETENTION = NET LOSE DUE 70 NON-CONSERVATIVE BFHAVIOR

QFTION CODRES QUTPUT FORMAT 4 {2 USED ABQVE}

=00 NOT PRINT

7= USE OBSERVED POCL AND QUTFLOW CONCENTRATIONS TO COMPUTE

MECHARGE, CHANGE IN STORAGE, AND RETENTION
2 USE ESTIMATED POGL CONCENTRATIONS
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BATHTUB - DOCUMENTED SESSION

QUTPUT FORMAT 5 - WATER AND MASS BALANCE SUMMARY BY SEGMENT

WATER BALANCE

(HM3/YRK) :

INFLOWS
PRECIF

STORAGE

INCREASE ADIIVECT

--~ QUTFLOWS ---

DOWNSTR

DISCH EXCHANGE EVAF

0.00E+00
0.70E+04
0.71E+04
0.00E+00
0.33E+04
0.34E+04
0.11E+05

0.70E+04
0.14E+03
0.00E+00 0.32E+02
0.33E+04 0.11E+02
0.45E+02 0.16E+02
0.12E+403 0.26E+02
C.00E+00 0.11E+02

0.11E+02
0.32E+02

0.00E+00 0.70E+04
0.00E+00 0.71E+04
0.00E+00 0,.71E+04
0.00E+00 0.33E+04
0.00E+00 0.34E+04
0,00E+00 0.335E+04
0.00E+00-0.20E+00

0.00E+00
0.00E+00
0.00E+00
0.00E+00
0.00E+00
0.00E+00
0.11E+05

0.91E+04 0.18E+02
0.22E+05 0.54E+02
0.1BE+05 0.54E+02
0.13E+04 0.1BE+02
0.13E+04 0.27E+02
0.46GE+04 0.45E+02
0.00E+00 0.18E+02

BALANCE TERMS (KG/YR) FOK:

INFLOWS
ATMODSE

TOTAL P BASED UPON ESTIMATED CONCS:

STORAGE ---- OUTFLOWS----

INCREASE  ADVECT

NET
DISCH EXCHANGE

NET
RETENT

0.34E+07 0.33E+03 0.00E+00
0.67E+04 0.98E+03 0.22E+07
0.00E+00 0.9BE+03 0.14E+07
0.11E+07 0.33E+03 0.00E+00
0.41E+04 0.49E+03 0.7B8BE+06
0.14E+405 0.B2E+03 0.52E+06
0.00E+00 0.33E+03 0.14E+07

0.00E+00 0.22E+07
0.00E+00 0.14E+07
0.00E+00 0.11E+07
0.00E+00 0.7BE+06
0.00E+00 0.52E+06
0.00E+00 0.3GE+06
0.00E+00-0.27E+02

0.00E+00-0.11E+07 0.14E+06
0.00E+00 0.20E+0G6 0.1CE+07
0.Q0E+00 0.49E+06 0.77E+06
0.00E+00-Q.12E+06 0.18E+06
0.00E+00 0.52E+05 0.32E+06
0.00E+00 0.19E+06 0.36GE+06
0.14E+07 0.24E+06 0.29E+06
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BATHTUB -~ DOCUMENTED SESSION

QUTPUT FORMAT 5 - WA ?‘é’iﬁ AND MASS BALANCE SUMMARY BY SEGMENT (CONCLULED)

HA5S BALANGE TERNS (XKG/YR) FOR: TOTAL B BASED UPON ESTIRATED COHCS:

e s e Y A B

1 D.13E+08
2 0.17E+C8
3 0.00E¥00
§ Q.ALE+G7
5 0.67E+08
& G.1BE+06
7 Q.00E+40

INFLOWS
ATHOEP

¢.03E+04
0.35E+03
0.3%E+93
0.B3IE+04
0.12E+05
0.21E+ 08
0.B3E+04

¢.00E+00
0.118+48
0.96E+497
0.00E+G0
0.43E+407
§.39E+07
0.13E+48

GT0RAGE
INCREASE

G.00E+00
0.00E+00
0.0GE+CO
0.00E+3¢
2. 00E+00
G G0E+G0

o QUIFLOWS-=~~  NEI

#DVECT

0.118+48
Q. 9GE+07
D.B9E+07
0.43E+07
0.39E+07
G. 37857

0. 00E+00-0.248203

L A O e LA o e o - P W T T - TR S W W T A W g T T S S O T e T o Y

BISCH EXCHANGE

0.00E+00-0, 19E+07
0. G0Ee00~0  B3E+0E
0.00E+90 0.79E+56
G.00E+00-0.18E+06
0.00E#00 ¢ GIE+03
0.00E+00 0.67E+056
0. 135+¢8 0,60E+06

NET

RETENRT
0.10E+0%
0.14E+07
0.1%E+07
0.15E+06
0.53E+05
G.11E+07
$.66E+0G

e 2, G ke B A W W G s ol v Al R0 L TR I S W o sm e oy, S5 S5 V) M i i smmn sm S o SGF AP W W e e e B T T S A W s e i Son s e o e R e e e R A 550 W SR e i e

NOFES:

TERMS OF WATER AND MASS BALANCES ARE SHOWN.

NET EXCHANGE = DIFFUSIVE INFLOW - DIFFUSIVE QUTFLOW }
= NET TRANSPORT INTO SEGMENT ATTRIBUTED TO DISPERSION
NET (LAST LINE) = BALANCE ARQUND ENTIRE RESERVOIR
WATER BALANCE ERROR 15 LISTED AS ADVECTIVE QUTFLOW FROM LAST SEGMENT.

GRYION CODES GUTPUT FORRAT 5: {2 USED ABOVE}

0= 00 ROTPRINT

F = SE QESERVED POUL AND QUTFLOW CONCENTRATIONS TO COMPUTE
DISCHARGE, CHANGE IN STORAGE, AND RETENTION

2= USE ESTIMATED POOL CONCENTRATIONS
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BATHTUB - DOCUMENTED SESSION

QUTPLIT FORMAT 8 - COMPARE QBSERVED AND PREDICTED VALVES

KEYSTONE RESERVOIR

T STATISTICS COWPARE OBBERVED AND PREBICTED MEAKS
USING THE FOLLOWING ERRDR TERWS:
i = 0OBSERVED ERROR ONLY

&

2 = ERROR TYFICAL OF MODEL DEVELOPHMENY DATA SET
3 = OBSERVED AWD PREDICTED ERROR

DESERVED EETIMATED T STARIISTICE
VARIABLE HEhH Ly HEAN Ly RATIC 1 2 3

. S A 1 T S S T R 0 e i Y S 4 W I i SR S0 R A A o L 4 e K e o OB O e TR S R O TR T O S R 5. K O SR T i 2 s Gl

SEGHENI: B AREA-WID WEAN

T0TaL P AG/H3  163.6 0.13 169.3 0.17 .97 ~0.28 -0.13 -{.16
T0TAL B wGsnd 12i8.4¢ 0.09 1285.7 0.14 .97 ~0.3%4 0,14 -0.1#
C.RUTRIENT BU/RZ 76,1 O.11 8¢.1 .13 .93 ~0.47 ~0.25 0,30
CHL ~# T HEANI 13.0 0.58 5.8 0.29 1.32  0.39  0.81  0.44
SELCRI " 0.4 0.28 Gt 0.16 1.03  ¢&.1¢ 0,18 0.09
DRGANIC N #8783 370.8 0.08  566.6 0.16 1.0 ¢.0%  0.03  0.04
TP-0RTHO-P BE/NH3 4.8 G.a% 1.7 6.20 .94 $.192  ¢.i1l  0.14

¢ ERVED MEAN AND OV SPECIFIED 1 INPUT FILE [ESTIMATED FROM MONITORING)
ESTIMATED MEAN AND TV CALUULATED FROM MODEL NETWOANK AND ERAQR ANALYSIS
RATIO = OBSERVED MEAN/ESTIMATED MEAN
TITATISTICE TEST FOR SIGNIFICANT DIFFERENCE BETWEEN OBSERVED AND
ETTIMATED MEAN VALES USING ALTERNATIVE ERROR TERMS
=i (RATIOERROR
1: OBSEAVED ERROR ONLY (ERROR =~ QBSERVER CV)
2: TYPICAL ERROR IERROR DERIVED FROM MODEL DEVELOPMENT DATA SET,
MDEPENDENT OF OBSERVED AND ESTIMATED 0V}
3 QRSERVED AND PREDICTED ERROR.
EARGR = {QRS OV " 2+ ESTLV "2 " 0.8}

OFTION CODES FOR OUTPUT FORMAT 6: (2 SHOWN ABOVE]
O = DO ROY PRIRY
I = FPRINT FOR EACH SEGMENT AND ARFA-WEIGHTED MEANS
2 = PEINT AREA-WEIGHTED MEANS ONLY
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BATHTUB - DOCUMENTED SESSION

QUTPUT FORMAT 7 - DIA GNOST}‘CS‘

OBSEKVED AND PRERICTEL DIAGNOSTIC VAKIABLES
RANKED AGAINST CE MODEL DEVELOPMENT DATA SET
————— VALUES ----~ -~- RANKG (%) ~---

VARIABLE OBSERVEDR ESTIMATIED OBSERVED ESTIMAIED

SEGMENT: 8 AREA-WTD MEAN

TOTAL P HE/M3 163.55 169.46 9l.4 92.0
TOTAL & HG/H3 1218.49 1255.19 6.0 63.8
C.HUTRIENT HE/H3 76.12 B0.OV 82.8 84.4
CHL-A HG/H3 13.02 %.85 66.5 52.5
SECCHI H 0.42 0.41 10.7 16.0
ORGRAMIC N HG/H3 570.73 566.59 64.2 £3.7
IP~ORTHO-P MG/M3 74.5¢ 7}.569 83.1 g2.0
ANTILOR PC-1 763.22 6BC¢.39 80.7 78.2
ANTILOG PC-2 3.75 3.00 15.3 7.4
(N - 1500 / F 6.33 6.52 8.0 8.9
INORGANIC N 7 F 7.27 7.04 7.8 7.4
IURBIDITY 1/t 2.46 2.46 94.4 94.4
IHIX & TURBIDITY 13.88 13.88 97.2 97.2
ZKIX / SECCHI 13.44 13.83 96.2 96.4
CHL-A & SECCHI G.47 4.02 18.9 9.4
CHL-A 7 T0TaL P .08 0.06 7.8 2.8
NOTES: .

RANKS (%) = APPROXIMATE PERCENTILE FOR OBSERVED ORPREDICTED VALUE
RANKED AGAINST CE MODEL DEVELOPMENT DATA SET, ASSUMING
LOG-NORMAL DISTRIBUTION

OPTION CODES FOR QUTPUT FORMAT 7. {2 USED ABGVE)

0=DONCOT PRINT
F=PRINT FOR EACH SEGMENT AND AREA-WEIGHTED MEANS.
2=PRINT AREA-WEIGHTED MEANS ONLY
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BATHTUR - DOCUMENTED SESSION

OUITPUT FORMAT 8- PROFILE SUMMARY

PREDICTED CONUCENTRATIOND:

VARIABLE GEGHENT-- i

ka
Kl
Y
(&)}
]
g
e}

TDTAL F HEG/H3I  308.7 192.2 153.2 233.2 153.4 104.8 133.7  16%9.5
IOTAL M MEAM3  1553.9 1349.2 1261.0 1391.8 1167.5 14%7.3 1197.% 1355.%
C.HUTHIENT HMG/M3  109.4 g8.7 7.3 88.1 74.2 64.3 7%.8  80.1
CHL-& BG/M3 42.9 5.9 6.0 13.3 5.9 €.9 5.5 .8
SECCHI M 0.2 O.4 0.4 2.2 0.4 0.6 Q.5 0.4
DRGANIC N HME/H3 1396.3  $09.% 275.8 791.7 489.4 424.1  426.2 5656.6

TP-ORTHO-P MG/M3 154.2 69.8 4.1 124.0 63.2 2.6 5l.0 71.7

NOTES:
AREA-WEIGHTED MEANS GIVEN LAST SEGMENT (8}

OPTIONS FOR QUTPUT FORMAT & {1 SHOWN ABOVE]
0= D0 NGT PRINT
1=PHRINT PREDICTED PROFHLES ONLY
2= PRINTPREDICTED, OBSERVED, AND OBSERVEDPREDICTFD PREOFILES
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BATHTUE - DOCUMENTED SESSION

OUTPUT FORMAT 9- PLOT QBSERVED AND PREDICTED CONFIDENCE LIMITS

CONPIDENCE LIMITS FQR OBSERVED(D) AMD ESTIMATED(E) VALUES ( 2.0 S5IB ERRIRS )

T0TAL F HE/H3
59.40  83.69 133.61 178,31 257,32 371.04 035,24

SEGHENT HEAN+ == mm== B e Fm s e o o v o +
1 ARKANSAS UPPEER 367.0 s [
1 ARKANGAS UPPER 308.7 0 semmammm—— [ ——
2 ARKANBAS HMID 192.2 emwemmee (R
3 BRHANESAE LUOWER 149.0 e Gt e
3 ARHANSSE LOUER 153,20 semmenaen O
4 LIMABRRON UFPER 234.0 Y ST
4 CIMRERON UPEFER £33.3 L S p—
% CIMARRON HID 130,86 000 mmmeemes oo s
5 CIKARROGK MID 153.4 S .
& CIMAREDN LOWEER 99.¢ o o e
& CIHAREON LOWER 104, BrrrmomvrenmnPrmm s nm
7 DRM ARE: 5.0 0000 meme- e [ o o
7 DAH ARER 134.7 s P e e
8§ ARER-WTD HEAN 163.6 e e e P
§ AREA-WTD WEAN 189,38 L L o LT vp—
{ETC.}
HOTES:

DASHED LINE INCICATES 98% CONFIDENCE LIMITS {2 STD ERAORS) FOR
DESERVEL (0] AND ESTIMATED 1B] MEAN VALVES FOR EAUN SEGMENT,

LAST PAIR (B} CONTAINS AREA-WEIGHTED-MEAN VYALUES OVER ALL 7 SEGHMENTS
FLOT REPEATED FOR EACH RESPONSE VARIABLE.

OPTION CODES FOR QUTPUT FORMAT 8! {2 SHOWN ABOVE]
O=D00 NOTPRINT
PeUSE LINEAR SCALES
2w USE GEOMETRIC SCALES
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BATHTUR - DOCUMENTELD SESSION

QUTPUT FORMAT 13« SENSITIVITY ANALYSIS

PEOFILE SENSITIVIIY ANALYSIS FOR: IOTAL P

ODECAY DISPERSICH SEGHENT
FACTOR FALIOR 1 2 3 4 5 ] 7 g
0,50 0.23 458.1 3276.3 202.1 2BL.5 204.5 1285.0 163.0 227.1
0.5¢ 1.0¢ 339.¢ 23%.6 203.2 259.6 193.8 148.8B 1¥1.9 213.2
4.50 4,00 245%.8 211.7 199.5 3l4.6 188.8 176.8 181.7 200.8
.66 0.2% 439.3% 219.6 144.6 d57.0 157.0 B&.3 lii.g 180.9
1,00 1,00 308.7 192.2 153.3 233.2 153.4 104.B 132.7 159.5
1.80 4,00 2067.0 167.6 153.8 181.3 14B.7 131.5 148.7 187.6
2.60 4,33 40B.8 166.1 98,0 3233.8 119.7 56.4 725 139.4
.00 1.00 Z7%.0 14%.7 11¢.¥ 202.8 11S.4 7¢.2 9%.4 1311
2,00 4,00 173.7 139.9 1i5.3 IE81.Y 113.2  %4.0 167.1 121.¢
IBEERVED: 367.0 G0 149.0 Z234.0 130.0 99.0 148.0 143.6
NOTES:

PREGICTED CONCENTRATION PROFILES ARE SHOWN AS A PUNCTION OF RELATIVE
DECAY ANMD DISPERSION RATES, A "DECAY FACTOR GF 0.8 MEANS THAY
ALL DECAY RATES ARE B0% OF THOSE SPECIFIED IN THE INPUT FILE:
SIMILARLY FOR DISPERSION. DECAY RATES ARE VARIED BY A FACTLR OF 2,
DISPERSION RATES BY A FACTOR OF 4, IN BOUGM PROPORTION YO THEIR

EXPECTED ERROGR MAGNITUDES.

THE LAST SEGMENT (8) CONTAING THE AREA-WEIGHTER MEAN VALUVE QVER

ALL SEGMENTS.

QPTION DOUES FOR QUTPUT FORMAT 10y {2 SHOWN ABOVE]

0 = DO NOT PRINT

1 =PRINTFOR CONSERVATIVE SUBSTANCE

2= PRINT FOR PHOSPHORUS
3 =PRINT FOR NITROGEN
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BATHTUB: IHSTRUCTIONAL CASES

The following hypothetical case studies illustrate BATBTUB applications
to predict among-reservolr oy within-reservoir (spatial or temporasl} varia-
tions in trophlc ztate indicaters. Each case study is described by the fol-
lowing materials:

a. Basic data sheet,

{1} TIllustration of segmentation scheme,
{2} Mass balance period.
{3) Basic morphometric/hydrologie charactexistics.

b. BATHTUB imput file.

The following procedure is suggested:
a. Select application of interest from listing below.

b. Review basic data sheet,

£, Review Input fille,

d. Execute model.

2. Eeview output listing,

f. Try medifying the Input fille and rerunning the model to
evaiuate sensltivity to loadings or other ioput parameters of
interest,

Case Segmentation Scheme

1 Single reservoir, spatially averaged

Z Single reservoly, spatially segmented

3 Raservolr embayment, spatially segmented

4 Single reservolr, spatiaslly averaged,
multiple scenario

5 Collection of reservolrs, spatially
averaged

6 Nerwork of reservoirs, spatially averaged
Collection of reservoirs, leoading and pool
data

8 Collection of regexvolrs, pool data only
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BASIC DATA SHEET FOR CASE 1
Single reservoir, spatially averaged

Mass Balance Period: 1 Cetober 1579 - 1 Octcher 1980

Stream Meonitoring Data:

Brainags Mean Flow~Weighted
Area Flow Total P Concentration
Stream kmz hmgfxr ppb
A 380 1,014 &0
B 160 300 167
Cck 50 {(Ungauged)
n 570 1,430 Ungauged

* Land use and scil types in watershed C similar to watershed B.

Armospheric total P load = 30 kgfkmzmyr
Precipitation rate = 0.7 m/yr
Evaporation rate = 1,0 m/yr 3
Reservoir total volume = 704 hm

Reservolr total surface area = 40 km

Regervolir total length = 30 ka

Reservolr surface elevation 1 Qot 1979 = 180.0m
Reservoir surface elevation 1 Oct 1980 = 179.5 n
Obsgerved poel warer quality data: Hone

2



£as5E 1: Bingle Reservoir, Spatislly Averzged SROUP T
By § BUPUT DPTIONS CCGROUR ?
81 1 LIST IMPUT CONDITIONS ’

2 1 HYDRBRULILS AND DISPERSION

03 O GROSS WATER AND HASE BALANCEER

04 2 DETAILER BALBHCES BY BEGRHENT ® BASED UPQN PREDICTED CONCS

0% O BALAHCE SUMHAEY BY SEGHENT

& O CONFARE OUBSERVED aND PREBICTIER

07 ¢ DIRGNOSTICS

48 1 SPATIAL FEOFILE SUMMARY

¢9 1 PLOT (BS,. AND FPREBICTED valLlEs

10 0 GENBITIVITY AMALYRIS

af

MO 5 MODEL OFTIONS CGROUP 3
01 O CONSERVATIVE TRACER

G2 1 P SEDIMENTATION HODEL “PBALANCE ONLY, SED MODEL 1

03 0N SEDIMENTATION MOREL

04 ¢ CHLORGPHYLL-K HMODEL

05 0 SECCHI MODEL

06 1 DISPERSION HMODEL

07 1 F CALIBRATION HETHOR

08 1 N CALIBEATION METHOD

0% 9 EREDR AHALYSISH

Q0

Iy LAaBEL AT HRY RUATL "rEROUP 4
01 [ONSERY 0.

G2 TOTAL B 30. 1. PSETAVAIL FACTOR TO 1 INC ORTHO P LOADS)

43 I0TAL H

@4 ORTHG P

4% INORG N

Q0

I8 LAREL HEAN {y EEGROUP S
01 ARVERAGING FERIDD YRE 1. PMULTIPLIED BY FACTORS IN GROLP G
G2 PRECIFPITATION HETERS .7 *

03 EVATORATION METERES 1. :

04 STURAGE INCEERSE METERS -.5

5 FLOW PACIOR 1.

06 DISPERSION FalTowm 1.

67 TOTAL AKEA KM 44, ¥ BESCALF SFGMENT VALUES

08 TOTAL VOLUME HEZ 704, )

40

I T 15 N&ME LAREA FLOU Ly SCGROUPE
91 1 1 Siream A 380. igl4a,

92 1 1 Birgam B 186, 300.

43 2 1 Siress 54, 150, TPRQP Y08 ON DB, AREA
04 4 1 Stream [ 570. 1430.

1

it CONS oY TF Ly TN ey ORTHOR TV I#0RGH LY TEROUP T
01 6o, FSTREAM A

02 167, *STREAM B

03 167. FETREAM C

04 YSTREAM D UNK NOWN
Q0
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15 J0 JG NAME KE KN KL KS KO ED
01 0 1 Cass i 1. i T 1. 1. 1.
o

IS FERD PREC EVAP STOR LENG AREA  ZMN FAL b MY
0L 1. 1. 1. 1. 30. 1. i.

a0

I TdrE CONS TP TH
¢1

g1

Y

END QOF BATHTUS INPUT FILE

IRIX CV

CHLA  SEC OREN PP HOOY  #BoRy

NOTES:

THIZ I8 THE SIMPLEST SEGMENTATION SCHEME.

SINCE DRTHO P LOADING INFORMATION 13 NOT GIVEN, THE AVAILABILITY
FACTOR FOR TOTAL PMUST BE SET TU LU N GROUP 4

STREAM L FLOW AND LOADING ESTIMATED BY DRAINAGE AREA PROPORTIONING

TO STREAM B, SINCE B AND C WATERSHEDS ARE SIMILAR. THIS GIVES
A BEASONABLE WATER BALANCE,

NOTE THAT THRE VALUES USED FOR PERIOD LENGTH, PRECIPITATION, EVAPORATION,

CGROUP &

T*GROUP g

*GROUP 10
RO 08 W

AND INCREASE IN STORAGE ARE COMPUTED AS THE PRODUCTS OF THE ENTRIES

HGROUPS 5 AND 5. GROUP S ENTRIES APPLY TO ALL SEGMENTS, WHEREAS
GROUF 3 VALUES ARE SEGMENT-SPECIFIC. IN THIS EXAMPLE, THE SEGMENT-
SPECIFIC FACTORS ARE SET TO 1.0 AND ACTUAL VALUES ARE SPECIFIED 1N
GROUP 8 ALTERNATIVELY, THE GROUP & AND GROUP 8 ENTRIES COULD BE

SWITCHRED. :

SINCE NON-ZERO VALUES ARE GIVEN FOR AREA AND VOLUME IN GROUP &, SEGMENT

AREA AND MEAN DEPTH [1) IN GROUF 3 ARE RESCALED TO CORRESPOND 7O

THE GROUP S AREA AND VOLUME VALUES (SEE OUTPUT LISTING)
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BASIC DATA SHEET FOR CASBE 2
Single reservolr, spatially segmented

£
£
]
§
L
i
i
i
i
H

Mass Balance Period: 1 October 1979 - 1 October 1980
Stream Monitoring Data: Same ag CASE 1

Segment Morphomelry:

Surface Area Volume Length
Segment kmz . hm3 o km
Uppex 8 &4 1o
Hiddle is 256 10
Lowey i6 384 10

Atmospheric total P load = 30 kgfkmz*yr
Precipitation rate = 0.7 m/yr

Evaporation rate = 1.0 w/yr

Reservolr surface elevation 1 Oct 1879 = 180.0 o
Reservolr surface elavation 1 Oct 1980 = 179.3 m
Obgerved pool water quality data: None
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Ivh-6

2: Single Feserveoir, Spatially Segmented PREROUP §

5 QUPUT OFTIONS **CROLP 2
1 LIST INPUT CONBITIONS
1 HYDRAULICS AND DISPERSION
0 GROSS YATER AND HASS RALANCES
2 DETAILED RALANLDES BY SEGHMENT * BASED UPDN PREDICTEDR CONCS
& BALANCE SUMMARY BY SEGHENT
& COMFARE DRSERVED BAND FREDICTED
O DIAGHOSTICS
1 SPATIAL PROFILE SUMHARY
2 PLDTS OBS. AMD FREDICTED VALUES
0 SENSITIVITY ANALYSIS
S HMODEL OPTIONS PPEROLIP 3
¢ CONSERVATIVE TRARCER .
1 P SEDIMENTATION HOBEL *PBALANCE ONLY, SELMODEL T
¢ M SEDIMENTATION HODEL
¢ CHLORDPHYLL-& HODEL
¢ BECOHT MODEL
1 DISPERSION HODEL
1 F CALIBRATION HETHOD
1 N CALIBRATION METHOR
0 ERROR ANALYSIS
LABEL ATH oy AVAIL GROLP 4
CONSERY 0.
TATAL P 34, i. *SFTAVAIL FACTOR TO 1 (NG QRTHO P LOADS)
- TOTAL M
ORIHO P
INQRG K
LABEL MEAN cy *EROURE
AVERAGING PERIOD YES 1. FRULTIPLIED BY FACTORS IN GROUP &
PRECIPITATION HETERS .7 =
EVAVORATION . HMETERS 1. *
STORARE INCRERSE METERS ~.5 -
FLOW FACTOR 1e
DISPERSION FACTOR 1.
IGTAL AKREA KK2 * NO RESCALING
TOTAL VOLUNME HM3 *
T 15 NAKE LAREA FLOY Ly TGROURE
1 1 S%resm A 386, 1014,
1 2 Siream B 100. 304,
2 3 Stream LT 50. 150, *PROP TO B ON DR, ABEA
4 3 Stresw I 570, 1436.
CONS Ly I IRV TH cy ORTHOP CV INORBN CV GROUP 7
60, *STREAM A
167, TETRFAME
167, “STREAMC
* UNKNOWN




15 J0 J6 KAME KP KN K& K8 KO KD GROUP 8

81 02 1 Upper Pool is L. 1. ia 1. 1.

$2 4¢3 1 ¥id FPool 1. 1. 1. 1. 1. le

03 00 1 Hear Dan Le 1. i. 1. i. L.

00

I5 PERD PREC EVAF STOR LENG AREA ZMN  ZHIX €V ZHYP LV *FGROUP 9

ol ¥, i. i. i, 1o. 8. a.

62 1. 1. 1. i. 0. 16. 1G.

63 1. 1. 1. 1. 10, 16. 24,

00

IB TURR COWS TP TH CHLA SEC ORBN PP HOOV  KoDy *GROUP 10
o1 ) ' * KO OBS WO
o1

03

02

83

03

40

END OF BATHTUB INPUT FILE

NOTES:

SEGMENT AREAS AND MEAN DEFPTHE ARE SPECIFIED IN GROUP 5; RESCALING HOT PEREORMED.
[SEE CASE 1 COMMENTS).
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BASIC DATA SHEET FOR CASE 3
Reservoir embaymaént, spatially segmented

Mags Balance Period: 1 October 1879 - 1 QOctober 1%80
Stream Monitoring Data: Same as CASE |

Segment Morphometry:

Surface Area Volume Length
Segment kmz th km
Upper 8 64 10
Middle 16 258 10
Lower 16 384 10

Estimated diffusive exchange wlth mailn reservolr 3 2,000 hm3fyr
Tetal P concentration in main reservoir = 15 mg/m

Atmospheric total P load = 30 kg/km-yr
Precipitation rate = 0.7 mw/yr

Evaporation rate = 1.0 wfyr

Remervoir surface eslevation 1 Det 1879 = 180.0 nm
Beservolr surface elevation 1 Oct 1980 = 179.5 m
Observed poel water quality data: ¥None
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CASE 31 Reservoir Embaysent, Ssstially Segmented SEEROUP 1
B 5 OUPUT DPTIONS CREROLP 3
¢1 1 LIST IKPUT CONDITIONS

62 1 HYDRAULICE AND DISPERSION

33 ¢ GROSS HATER AND XASS BALANLES

04 2 BETAILED BALANCES BY SEGHENT * BASED UPON PREDICTED CONCS

05 2 BALARCE SUMMARY BY SERMENT

06 & COMPARE DRBERVED ANE PREDICTED

07 & BIAGNDSTICS

08 1 SPATIAL PROFILE SUMMARY

09 2 PLOTS DBS. AND PREBICTED VALUES

10 & SENSITIVITY ANALYSIS

00

M. & MDDEL QPTIONS Rep P
01 & CONSERVATIVE TRARLER

02 1 F SEDIHMENTATION HEREL *PBALANCE ONLY, SED MODEL T

03 0 N SEDIMENTATION HOLDEL

04 O CHLOROPHYLL-A HOBEL

45 6 SECCHI HOBEL

Of 1 DISPERSIOH MODEL

47 1 P CALIBRATION WETHDS

0B 1 N CALIBRATION HETHGD

09 ¢ ERROR ANALYSIS

00

IV LABEL ATH cy AVAIL “*GROUP 4
{1 CONSERY &,

42 TOTRL P 30, 1. CSET AVAIL FACTOR TO 1 INO QRTHQ P LOADS!

03 TOTAL N

04 OQETHG P

(5 INORG MW

o0

I LAREL MEAN cy TGROUP S
41 AVERAGING PERIOE ¥R 1.

02 FPRECIPITATION BETERS .7 * TOTAL PRECIF OVER PERIOD

03 EVAPORATION METERS 1. *TOTAL EVAP OVER PERIOD

04 STIORAGE IMDREARSE METERS -.% *POOL DROPS 0.5 METERS

05 FLOW PALCIDE 1.

U6 DISPERSION FALTOR la

87 TOTAL AREA KH2

08 TOTAL VOLUNE HH3

80

ID T IS NRNE BAREA FLOM cy PUGROUF &
61 1 1 Stream A 380, 1014,

G2 1 2 Stream R 146G, 300,

43 & 3 Stream C 50. 150, *PROE TO 8 ON DR. AREA
04 4 3 Giream [ 370, 1436,

05 1 3 Exchange- In 0. 2000. * DOWNSTREAM EXCH - INPUT
66 4 3 Exchange- Out g, 2600, " DOWNSTREAM EXCH - OUTPUT
o0

VD9



b Ccous [V TIF v TN £V OETHOP OV IHODRGH LV **GROUP 7

a1 60, *STREAM A
03z 167, TSTREAM B
83 167. *STREAMC
04 : * UNKHOWN
05 15, ' * DOWNSTREAM CONC
86 : * UNKNGWN
00

I8 JO JG HAME K¥ KH KE K5 KO Kb - *GROP S
g1 02 1 dpper Fenl 1. 1. i. 1. 1. i. g
2083 1 Hid Pool 1. 1. 1. 1. 1. 1.

63 00 1 Near Dawm 1. 1. 1. 1. i. 1.

o0

IS PERD PREC EVAR STOR LENG AREA ZHN  ZMIX [V ZHYR (¥ PGROUP Y
61 1. 1. i. 1. g, g, L -

8% 1. 1. i. 1. 10, 16. 16,
G2 I, i. i. I. 15. 15, 24.

Ip TURE CONg 1P I CHia SEC DREN PP HODY 8O0y YEGROUP 10
91 “NO OBS WO

00
END OF BATHTUB INPUTFILE

NOTES:

N GROER TOMODEL EMBAYMENTS fOPEN-ENDED SYSTEMS), THE EXCHANGE FLOW
WIiTH THE DOWNSTREAM WATER BODY MUST BE SPECIFIED AS AN INPUT STREAM
{TRIBUTARY 1D NUMBER 05} WiTH THE CONCENTRATION OF THE DOWNSTREAM
WATER BODY [TP=15]. QTHER EXCHANGE FLOWS [AMONG SEGMENTS WITHIN
THE EMBAYMENT] ARE CALCULATED VIA DISPERSION OPTION 1.

OQUTPUT STREAMS (1D°S (M AND 08] ARE USED TO ESTASLISH WATER BALANCE,
BUT PREDICTED SESMENT CONCENTRATIONS ARE DEPENDENT ONLY UPON
EXTERNAL LOADING ARD RET INFLOW TERMS (TRIBUTARY+PRECIP-EVAPL
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BASTC DATA SHEET FOR CASE 4
Single reservelr, spatlally averaged, multiple lead scenario

1480 CONDITIONS

1985 CONDITIONS

o 1990 CONDITIONS

Mass Balance Period: 1 yr
Stream Loading Data:

¥Flow-Weighted

Drainage Hean Total P
Area . ¥low Concentration
Stream — hm3fyr ppb Scenario
A 380 1,014 60 1980 conditions
A 380 1,014 120 1985 conditions
A 384 1,014 180 1990 conditions
B 100 300 167 1880, 1985, 1990 conditions
Cx 50 {Ungauged) 1880, 1985, 1990 conditions

*# Land use and soll types in watershed C similar to watershed B.

Atmospheric total P Load = 30 kgikmzmyr
Precipitation rate = 0.7 m/yr '
Evaporation rate = 1.0 m/yr 3
Regervolr torsal volume = 704 mm 2
Reseyvoly total surface area = 40 km
Hegservolr total length = 30 km

Reservoir surface elevations constant

vn-11t



CASE 4: Single Feservoir, Spatially Averaged, #Hult Scenario “CGROUP 1

8 HIPUT OPTICNS *GROLP Z
1 LIST INPUT CONDITIONS

1 HYDRAULICS AND DRISPERSION

¢ GROSS WATER AMO MASS BALANLES

2 DETAILED BALANCES BY SEGMENT * BASED UPON PRED CONC

O BALANCE SUMMARY BY SEGMENT

0 LCOMPARE OBSERVED AND PREDRICIED

¢ DIAGROSTICS

1 SEATIAL PROFILE SUNMARY

2 PLOTS DBS. AND PREDICTIED VALUES

O BENSITIVIIY ANALYGIS

S MODEL ORTIONS "YEROUP 3
O COMSERVATIVE TRACER

1 P SEDIMENTATION MOBEL “FPBALANCE ONLY, SEDMODEL 1

0 N SEBIMERTATION MODEL ‘

0 CHLOROPHMYLL-A HOBEL

O BECCHI MOGDEL

1 DISPERSION MODEL

1 F CALIBEATION HETHOB

1 X CALIDRATION METHOD

& ERKGR BNALYSIE

LAREL BTHE Ty AURIL PUGROUP 4
CONSERY 4.

TOTEL P 30. [ ia PEET AVAIL FACTOR TO 1 ING ORTHO P LOADSS
TOTAL W

GRTHG P

INORG W

LABEL HEAN oy TGROUP S
AVERRGING FERIOD Yk 1.

PRECIPITATION METERS ). *SEG VALUES ENTERED N GROUP 9
EVAPGERATION MEIERE 1. “SEG VALUES ENTERED IN GROUP 9
STORASE INCKEASE HMETERS 1. T SEG VALUES ENTERED IN GROUP 9
FLOW FACTOR 1.

DISPERSION FRLCIOR 1«

TOTAL AREA KH2

TOTAL VOLUME HH3

T IS HAHE BARES FLOUW £y "UGROUP §
} 1 Stresm A 1980 a8, 1614.

1 1 Stress B 1980 196. 306,

2 1 Biresm C 1980 50, 150. *PROP. T0 5 ON DR AREA
13 Stream & 1985 288, 1014,

1 2 Btream B 1985 106G, 304,

2 2 Streaws C 198% 50, 156, ' TPROP T B ON DR AREA
1 3 Stiream A 1990 3840, 1014,

1 3 Stream B 1990 EG. 360,

3 3 Stream [ 19%0 58, 158, CPECP TO B ON OR. AREA

Iv-12



in Cows LY TP oy IH CV  ORIHOP LV INGREN LV
01 £0.

02 167.

03 167.

04 120.

03 167.

¢6 167,

47 180.

&8 167,

%) 167,

oo

I§ I06 J5 MANE KP KE KO K8 KO KD

81 0 1 198¢ Conditiens 1, i. 1. 1. 1. i.

$2 ¢ 2 1983 Conditions 1. i. 1. i. . 1.

63 2 3 1990 fonditions 1. 1. 1. i. i. b.

00

16 PERD PREC EVAF STORK LENG AREA IMHN IMIX QY IRYP Cv
41 1. .7 L. 0. 30. 4G, 17.&

02 1. -7 i. 0. 30, 4%, 17.6
63 1. .7 i. 0. 30. 49, 17.6
ity

In TURE CONS TP IN CHLA SEC JRGN PP HODV  HODY
01

ol

02

92

03

03

G

END OF BATHTUB INPUT FILE

NOTES:

THREE LOADHNG SCENARIOE ARF BEING MODELLED IN PARALLEL,

INFLOW STREAME AB,C ARE REPEATEL FOR FACH SCENARIC (SEGMENT)

EACH SEGMENT (GROUP 8] DISCHARGES DUT OF NETWORK {50=0}.

DIFFERENT SEGMERT GROUP NUMBERS (1G] ARE SPECIFIED FOR EACH SCENARIO.
QUTFLOW STREAMS ARE OPTIONAL AND [GNORED IN THIS EXAMPLE,

IvD-13
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BASIC DATA SHEET FOR CASE 5
Collection of reservoirs, spatially averaged

A ‘—<_‘ RESERVOIA 1

RESERVOIR 2
RESERVOIR 3
Mass Balance Period: 1 yr
Stream Monitoring Data:
Flow-Weighted
Drainage Mean Total P
Area Flow Concentration
Stream km2 hm3/zr ppb
A 380 1,014 50
B 100 300 167
C* 50 {Ungauged)
* Land use and soll types in watershed C similar to watershed B.
Regervoiyr Morphometry:
Segment— Surface Avea Volume Length
Reservolr ka hm3 km
1 8 &4 10
2 16 256 10
3 16 384 10

Atmospheric total P load = 30 kg/kmzuyr
Precipitation rate = 0.7 m/yxr
Bvaporation rate = 1.0 m/yx

Reservoir surface elevations constant
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LASE 5 Lollectiop of Reservoirs, Spatially Averaged TTGROUP §

kD
41
03
€3
04
VY
06
07
g8
09
10
00
14
01
03
03
04
0%
06
o7
08
09
00
Iy
01
03
03
04
03
g0
in
01
02
03
04
0%
86
07
04
o0
I
g1
a3
03
0o
I§E
¢l
a2
43
00

5 QUPLUT OPTIONS GROUP 2

1 LIST INPUT CONDITIONS

1 HYDRAULICS AND DISPERSION

0 RROSS HATER AND HBSS BALANCES

2 DETHILED BALANCEBR BY SEGHMENT  *BALS BASED UPON PREDICTED CONCE

& BALANGCE SuUMMakY RY SERMERT

O COHPARE ORSERVED AND PREDICTED

o DIAGNDSTICS

1 SPATIAL FROFILE SUMMARY

2 PLOTS DES. AND PRELICTED VALUES

O SENGSITIVITY BMALYSIS

S MODEL (PTIONS **CROUP 3

¢ CONSERVATIVE TRBLER

1 B SEUIMENTATION MOREL " P BALANCE ONLY, SED MODEL 1

O N SEDINENTATIDN MOREL

¢ CHLOROPHYLL-A MODEL

0 SECLHI KODEL

1 GISPERSION HOUEL

1 F CALIBKATION METHOD

1 N CALIBESTION METHOR

0 ERROE ANALYSIS

LAREL  ATH cy AUATIL CYALROUP 4

CONSERY 4.

TOTHEL P 30. 1. *SET AVAIL FACTOR TO 1 INO ORTHO P LOADS)

TRTAL ¥

BRTHO P

INORG N

LAREL MEAN cy CCROUPE

AUERAGING FERIDD YRS 1.

PRECIPITATION KETERS 1. Y ERECIP FACTOR

EVAPORAT 1ON METERS 1. *EVAP FACTOR

STORAGE INCREASE HMETERS 1, *STORAGE FACTOR

FLOW PACTOR i.

BISPERSION BALCTOR 1.

TRTAL AREA KM2 Y DO NOT RE-SCALF VALUES IN GROUP 9

THTAL VDLUME H#3

T I5 NAME GAREA FLOW Ly PILROUP S

i 1 Sirexm A 80, 1054,

1 2 Stream B 100, 200,

2 3 Giream O 30. 130, “PROP T B ON DR. AREA,

CONE [V TP £y T LV GRTHOP GV INORGH CV FGROUR 7
80, *STREAM A
167. *ETAEAM B
167, *STREAM G
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15
0l
02
03
00
15
&1
02
03
GO
I
1
Gi
02
02
HC
03
oo

NI
00
oo
00

FERD
i.
1.
1.

TURB

i H&HE KE
1 Reservoir i 1.
3 Reservoir 2 1a
% Reservolir 3 1.
PREC EVAP STOR LENG

.7 1. 0. 16.
«7 1. ¢. 1o.
S 0. 1.

Cous TP ™

END OF BATHTUR INPUT FILE

NOTES:
THREE RESERVOIAS ARE MODELLED IN PARALLEL,
EACH INPUT STREAM 18 ASSOCIATED WITH A DIFFERENT RESERVOIR {SEGMENT).

FACH SEGMENT HAS DISCHARGES GUT OF NETWORK (JO=0) ARD HAS A DIFFERENT

SEGMENT GROUP NUMBER (/G

CUTELOW STREAMS [OPTIONAL) ARF IGNORED.

IVD-16

KN KO KS O
i. i. i. 1.
1. . i. i.
. 4. L. 1.
AREA ZHN  IMIX ¢V
g. 8.
l&: lén
16. 24.
CHLA SEC  0ORGN PP

KE "GROURE
1. * SEGS INDEPENDENT
1.
1.
ZHYP CV *"GROUF 3
HODY  #ODY *GROUP 10
" ND OBS W0



BASIC DATA SHEET FOR CASBE 6
Netrwork of reservoirs, spatially averaged

RESERVOIR RESERVOIR- RESERVOIR
1 2 3

Mass Balance Period: 1 yr
Stream Monitoring Data: Same as CASE 1

Regervolr ﬁorp&omezry:

Segment~ Surface Area Volums Length
Regervolr kmz hm3 km

1 8 64 10

2 16 256 ' 10

3 16 A84 10

Atmospheric total P load = 30 kg!kmgmyr
Precipitation rate = 0.7 mfyr
Evaporation rate = 1.0 m/yr

Reservolr surface elevations congtant
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CASE 6% Hetwork of Reservoirs, Spatially Averasged CEGROUP T
PG 5 OUPUT OPTIONS *GROUP 2
$1 1 LTSY INPUT CONBITIONS

02 1 HYDRAULICS AND DISPERSION

43 0 GROSS WATER AND MASS BALARCES

G4-2 DETAILED BALANCES BY SELMENT ¥ BASED UPON PREDICTED CONCS

0% 0 BALANCE SUMMARY BY SEGMENT

06 0 COMPARE DRSERVED AND PREDICTED

07 & DIAGHOSTICS

48 1 SPATIAL FROFILE SUMMARY

09 2 FLOTS OBS. AND PREDICTER VALUES

10 ¢ SENSITIVITY ANALYSIS

a0

MO S MODEL OPTIONS CSGROUP 3
01 0 CONSERVATIVE TRACER

02 1 P SEDIHENTATION MDEZEL “PBALANCE ONLY, SED MODEL 1

03 0 N SEDIMENTATION MOGDEL

04 O CHLOROPHYLL-A HODEL

05 0 SECCHI MODEL

06 1 DISPERSION HOLEL

$7 1 P CALIBRATION METHOD

48 1 N CALIBRATION METHOD

0% O ERROK ANALYSIS

00

IV LAREL  ATHM y AVAIL *CGROUP 4
01 CONSERY G.

02 TOTAL P 30. 1. " SET AVAIL FACTOR TO 7 (ND ORTHO P LOADS!

03 TOTAL B

G4 DRIHO F

43 INORG H

Yy

10 LABEL HEAH Ty . “*GROLPS
01 AVERAGING FERIQOD YRS 1.

02 PRECIPITATICN METERS 1. *PRECIP FACTOR

03 EVAPDRATION HETERS 1. " EVAP FACTOR

04 SICRAGE INCREASE HMETERS 1. * STORAGE FACTOR.

5 PLOW FACIORK 1.

06 DISPERSION FALTOR 1.

07 TOTAL ARER KH2 * DO NOT RE-SCALE VALUES IN GROUP 9
08 TOTAL VOLUME HH3

00

IB T IS NAHE DARER FLOW oy **GROUP 8
0L 1 1 Stream A 380, 1514,

02 1 2 Siresm B 106, 300.

03 2 32 Stresm C =0, 150. *PROP TG B ON DR, AREA
04 4 3 Siream D 574, 1430.

0o

IO CONB Cy¥ Ip cy TH £y ORIHOP Qv IHGRGH CV *GROUP T
01 &40, *STREAM A
o2 167. YSTREAM B

03 167, *STREAMC
04 * UNKNOWN
00
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I3 JO J6 NAHE KF #N KL K& KO KD *GROUP S

01 02 1 Reservoir 1 1. i. 1. i. i. Q. REETKD TOO NG

02 03 2 Reservoir 2 1. 1. i- . i &, = BACK-MIXING ACROSS DAM
83 00 3 Reservoir 3 1. 1 i. i. 1. G, FRD AUTOMATICALLY O

00

TS5 PERD PREC EVYAP STOR LENG AREA  ZNMH ZKIE C¥ IHY?P LV “TGROUPS

é1 1. .7 1. G. 16, 8. g,

02 1. <7 il. 6. 10. it. 16,

3 1. .7 1. 0. 18, 16. 24.

a0

Iz TURE CONS TP H CHLA SEC QRGN PP Hapy ROV **GROUF 10

41 £ NG OB WO
61

g2
a2
¢3
]
30
EXD OF BATHTUB INPUT FHLE

NOTES:

THREE RESERVOIRS ARE MODELLED IN SERJES, AS REFLECTED IN QUTFLOW
SEGMENT VALUES {0 IN GROUP 8.

EACH RESERVOIR 18 SEPARATE (IG VALUESL

TO PREVENT LONGITUDINAL DISPERSION ACRQSS DAM INTERFACES, CALIBBATION
FACTORS FOR DISPERSION (KD) ARE SET TO G FOR EACH SEGMENT IN GROUP &
(NOTE: PROGRAM AUTOMATICALLY SETS KD=0G FOR LASY SEGMENT (15=3]
INALL APPLICATIONS.]

DISCHARGE FROM ONE RESERVOIR INTO ANOTHER IS CALCULATED FROM WATER
BALANCE (CANNOT BE SPECIFIED BIRECTLY IN INPUT FILE]

BATHTUB APPLICATIONS TO NETWORKS OF RESERVOIRS HAVE NOT BEEN
EXTENSIVELY TESTED,
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BASIC DATA SHEET FDR CASE 7
Collection of reservoirs, spatially averaged with observed water
quality and nutrient loading data

—.<% RESERVOIR 1
mwww»f::::::::::iwww«»- RESERVOIR 2
_wwh{:::ii:::::i*“mﬂw RESERVOIR 3

Total Tributary Infleow Data (Monitored):

Drain-~
Stream-  BC Mean Fiow and Load Pool Level Feriod
Area Flow _ -
Reger-— 2 3 Averaging Period m Precip, Ewap.
voir kn bhm” /yr Start End Start End m ®
1 90 35.7 5/1/79  10/71/79 8%.0 89,1 0.4 0.8
2 440 201.0 5/17/7% 106/1/7¢ 45,0 44,7 0.4 .8
3 2,200 1,157, 10/1/78  1071/79 103.0 103.4 0.7 1.0

Tributary Inflew Concentrations (ppb):

Stream— ‘
Reservoir Total P Ortho-P Total N Inorganic N
1 123 23 2,400 1,451
2 176 51 3,118 1,97¢
3 22 7 732 709
Armospheric Load 30 15 1,000 300
(kg /kmwyr)
{Continued)
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BASIC DATA SHEET FOR CASE 7 {Continued)

Oxygen
Depletion
Rates
Total Organic mgfmgmdaz
Stream- P Orthe-P Total N i Chl-a Secchi Hypolimnion
Reservolr ppb ppb ppbh pphb pph m Hetalimnion
1 35 5 g8z 441 13.8 Missing Unstratified
2 120 12 1,722 1,200 63.5 0.48 Unstratified
3 13 ] £839 235 6.3 3.55 43 35
'Reservcir Morphometry:
Suzizie Pool Mean Mean Depth
Seream— 2 Length  Depth of Mixed layer Mean Hypolimnetic
Reservoiy lan km m ju Depth,m
1 6.5 13.6 4,5 Unknown Assume unstratified
2 5.5 15.1 1.6 Unstratified Unstratified
3 16.3 22.1 22.4 7.8 15,7

- Assumed error analysis parameters (coefficients of varlation):

Inflow volumesg = (.05

Inflow concentrations = 0.10
Observed water quality = 0.15

Mixed depth, hypolimnion depth = (4,05
Precipitation = 4,20

Evaporation = 0.50

Atmospheric loads = 0.50
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CASE 7: Collgction of Heservoirs, Aversged CGROUP §
¥ © OUPUT OPTIONS SGROUPD
01 1 LIST INPUT CONDITIONS
02 1 HYDRRULICS AND DISPERSION
03 0 GROSS WATER AND HASS BALANCES
44 2 DETAILED BALAKCES RY SERMENT
85 ¢ BALANCE SUMBARY BY SEGMENT
0F & COMPARE OBSERVED AND PREDICTED
07 1 DIAGNOSTICS
08 1 SPATIAL FHOFILE SUMMARY
09 2 PLOT OBS. AND PREDICTED VALUES
1D ¢ SENSITIVITY AMALYSIS
o0
MG & HODEL CPTIONS PGROUR 3
01 ¢ CONSERVATIVE TRACER
02 1 P SEDIMENTATION MOLEL
03 1 N SEDIMENTATION HODEL
04 1 CHLORODPHYLL~A MODEL
05 1 SECCHI HODEL
06 1 DISPERSION KOUEL
07 1 P CALIBRATION HETHOD
o8 1 N CALIRRATION HETHOD
89 1 ERROR ANALYSIS
00
IY LABEL RTH Ry AYRIL "TGROUP £
01 CONSERV 4.
07 TOTAL P 30, W5 ] CRESEY YO CALIBRATED VALUES
03 IGTAL H 1000. .5 .59
04 DRTHO P 15. o5 1.93
05 INDRG N 500. .5 79
60
ID LABEL HEAH cy S GROUPE
01 AVERAGING PERIDD YRS 1. * VALUES SPECIFIED N GROUP 9
02 PRECIPITATION METERS 1. .3 ¥
03 EVAPORATION HETERS 1. .5 :
04 STORASE IHOREASE HETERS 1.
5 FLOW FACTOR 1.
o6 BISPFERSION FALTOR 1. .7
67 TOTAL AREA K2 .
S8 TOYAL VOLUME (1455 .
1]
ID T IS5 NAME DARES FLOW Cy **GROUPE
61 1 1 Gtresm A 50, 35.7 .05
02 1 2 Stream B 4443, 201. O
03 1 3 Stress [ 2200, 1157, 05
00
ID CONE .Y TP oY TH OV OKRTHOP CV  IMORGH CV TCGROUP 7
&1 128, .1 2460, .1 23. VI 1451, .1
o2 176, .1 411, .1 51, L1001870, L1
33 2z, L1732, .1 7. R T |
o0
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IS J0 J& HANE KPP HEN KC K5 KO KD *RGROUP 8

41 00 1 Reservoir 1 1. 1. i, 1. i. i.

03 406 @ Reservoir 2 1. 1. 1. i. 1. 1.

0% 00 3 Feservoir 3 i, La ie L. ia 1a

(434

IS PEED PREC EVAPR STOR LENG  AREA  ZMM IMIX Cv FALE & Y *rGROUE 8
01 .42 .4 B « 1 13.6 6.5 4.5

82 .43 .4 £ ~-.3 1%.1 5.% 1.6 1.6 .05

§3 1. v i. . 4 2.1 16.3 z22.4 7.8 W05 19.7 05

6o

ID TURD COMS  TF Tw CHLA  SEC BRGN PP HOBY BODY PUGROUP 10
0L .50 35, 882, 13.8 441. 30. * SECCHI BISSING
Gl L3 .15 ) e 15 15 15 B AMIST BST TURRBID
0z 120, 1722, 63.6 .48 1200. 104.

42 W15 w15 o i W15 o 15 415

43 13, 8439, 6.3 3.5% 235, 7. 43. 35.

63 .13 W15 <15 15 W15 .15 .15 .15

ize]

END OF BATHTUB INPUT FILE

NOTES:

COLLECTION OF INDEPENDENT RESERVOIRS, AVERAGED, WITH UBSERVED WATER QUALITY.

AVAILABILITY FACTORS [GROUP 3} ARE SET TO CALIBRATED VALUES, SINCE ORTHO P
AND INCRGANIC N LOADING DATA ARE PROVIDED FOR ALL STREAMS.

DIFFERENT AVERAGING PERIODS, PRECIP, EVAP, STORAGE REFLECTED IN GROUP 8.

SINCE ZMIX IS MISSING FOR SEGMENT 1, PROGRAM ESTIMATES IT AUTQMATICALLY
FEROM SPECIFIED ZMN (MEAN DEPTH} VALUE USING REGRESSION EQUATION,

DXYGEN DEPLETION CALCULATIONS BYPASSED FOR UNSTRATIFIED SEGMENTS (EHYFP BLANK).

HFCHLOBOPHYLL-A OPTION 1 OR 2 IS USED, EITHER A TURBIDITY VALUE {TURB)
QR AN GBSERVED CHLASEC {CHLOROPHYLL, SECCH! DEPTH] PAIR MUST BE
SPECIFIED FOR FACH SEGMENT. IF TUREB IS BLANK, PROGEAM CALCULATES
TURR FROM CHLA AND SEC. IF TURB AND (CHLA DR SEC) ARE BLANK, ERBGR
CONDITION 13 DETECTED AND PROGRAM TERMINATES. INDEPENDENT ESTIMATES
OF TURBIDITY ( > = 0.08 1/M) CAN BF DERIVED FROM REGIONAL DATA SETS OR
MULTIPLE REGRESSION EQUATION (SEE MANUAL)J,
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BASIC DATA SHEET FCOR CASE 8
Collection of reservolrs, spatially avervaged with observed water
quality data only

(Mote: i1liustrates use of BATHTUB for diagnostic purposes/
interpretation and ranking of pool water guality data
assessment of pool nutrient/chlorophyll relationships
in absence of loading Information)

Basic data are same ss those given for CABE 7, except tributary
inflow concentrations are missing.
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TRGROUP
OROUP 2

GROUP 3

"*GROUP 4

"GROWF S

*GROUPE

“YGROUP 7
T INFLOW CONC
FUNKNOWH

Ch5E 8: Colleciion of Eeservoirs, Mo Mass Balance Dals
FO 5 QUPUT OPTIONE
01 1 LIST IWPUT CONDITIONS

2 0 WYDRAULICS AND DISPERSIOH

03 ¢ LRG58 WATEER AND MASS BALARHLCES

04 ¢ DETAILED BALAMCES BY SEGHENT
0% O BALANCE SUMMARY BY SEGHMENT

06 0 TOonehREE UBSERVEDR AND PREBICTED

07 1 DBIABNOSTICS
OB 3 SPATIAL PROFILE SUMMARY
4% 2 FLOT 0OB3. AND PREDICTED VALUES

T0 O BENSITIVITY AWALYSIS
G0
MO & BUDEL OPTIONS
&1 ¢ UONSERVATIVE TRALER

03 0 F SEDIMENTATION MODEL *SETOBS B =PREDICTED
03 0 N SEDIMENIATION KODEL *SETOBS N = PREDICTED
04 1 CHLOROPHYLL-A MOREL

0% 1 SECCHI MOBEL
06 1 DISPERSION MGDEL
07 1 P CALIBEATION HMETHOR

08 1 H CALIBRATION METHOR

0% ¢ EREDR ARALYSIS

00

I¥ LAREL AIM cy AVAIL

81 CONGERY PGROUP 4 DATA NOT NEEDED
02 TOTAL P " SINCE MASS BALANCES NOT DONE |
03 I0TAL N
G4 ORTHO P
{5 INORG N

H]

D LABEL HEAN £y
0% AVEEAGING PERIOD YRS 1. *VALUES SPECIFIED IN GROLP 3
0% PRECIPETATION METERS 1. + 2 *
03 EVRPURATION V HETERS 1. .5 ¥
04 STORAGE IKLREASE MEIERE 1., *

5 FLOW FACTIOK i
06 DISFERSION FAGCTOR 1. -7

07 I0OTAL AREA KHW2
OB TOTAL VOLUME HH3

00

I T IS HAME DARER FLOUW oy

01 1 1 Eiream & 90. 38.7 05

G2 1 2 Streas B 300, 240}, L8
031 3 Strese O 2200, 1157, 05

0

Ib CONS oV IF ey TH cy ORTHOP $V IMORGN €V
o1

02

03

e
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END OF BATHTUB INPUT FILE

MOTES:

I8 3G HAKE Ky
$0 1 Reservoir | 1.
00 2 Reservoir 2 1.
90 3 Reservoipr 3 i.
- FERD PRELC EYRP STOR LEHG
.42 .4 LB .1 13.6
“hdd <4 B -.3 15.1
1. .7 1. .4 232.1
TUkE ©CONE TP TH
5 35. g02.
3 13 «15
120, 1722,
.15 .18
13, g839.
.15 1B

KW KO
}4‘ }l
i. 1,
i i,
4RER  ZMNM
6.3 4.5
5.0 1.4
18,3 22.4
CHLA EBEC
13.8
«13
63.6 .48
W15 «15
6.3 3.55
L1E 18

K€ KO KD
1. 1. i.
1. is i.
1. i. 1.

HIX LU IHYP oY

1.6 0%

7.8 00  153.7 .05
ORGN  FF HODY  HODY
441 . 320.

13 W15
1200, 108.
.15 13
235, 7. 43, 33.
.15 .18 .15 <15

SETUP SIMILAR TO CASE 7 EXCEPT INFLOW CONCENTRATIONS MISSING.

ALTHOUGH NUTRIENT BUDGET CALCULATIONS ARE NOT PERFORMED, TRIBUTARY

SINCE NUTRIENT BALANCES ARE NOT DONE (P AND N SEDIRMENTATION OPTIONS = G,

STREAME AND FLOWS STILL SPECIFIED FOR CALCULATION OF EFFECTS
OF FLUSHING BATE ON CHLOROPHYLL-A PRODUCTION. TRIB STREAMS
CAN BE IGNORED 1IN THIS TYPE OF APPLICATION IF RESERVOIRS HAVE
LONG RESIDENCE TIMES (APPROX > 0.04 1/7YRS, FLUSHING UNIMPORTANT
CHLORGPHYLL CONTROL).

PROGRAM SEYSPREDICTED = OBSERVED NUTRIENT CONCS, PREDICTED
CHLOROPHYLL-A ARD OTHER RESPONSE VARIABLES ARE BASED UPON OBSERVED

NUTRIERT LEVELS.
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